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ABSTRACT. The aim of this monograph is to present a comprehensive survey of results
about existence, multiplicity, perturbation from symmetry and concentration phenomena
for the quasi-linear elliptic equation

�

nX
i;j D1

Dxj
.aij .x;u/Dxi

u/C
1

2

nX
i;j D1

Duaij .x;u/Dxi
uDxj

u D g.x;u/ in�;

where � is a smooth domain of Rn, n � 1. Under natural assumptions on the coeffi-
cients aij , the above problem admits a standard variational structure, but the associated
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turns out to be merely continuous. Therefore, some tools of non-smooth critical point
theory will be employed throughout the various sections.
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PREFACE

This monograph is an updated, expanded and restyled elaboration of the Ph.D. thesis
that the author defended at the University of Milan on January 2002. It contains some of the
author’s researches undertaken from 1997 to 2003 in the field of variational quasi-linear
elliptic partial differential equations, under the supervision of Marco Degiovanni. The
author thanks him for his teaching, encouragement and advice. The author is grateful to
Lucio Boccardo and Filomena Pacella for supporting a couple of stay at Rome University
La Sapienza in 2002 and 2005. Further thanks are due to the Managing Editors of the
Electronic Journal of Differential Equations, in particular to Professor Alfonso Castro for
his kindness. The author was supported by the MIUR research project “Variational and
Topological Methods in the Study of Nonlinear Phenomena” and by the Istituto Nazionale
di Alta Matematica “F.Severi”.

The presentation of the material is essentially self-contained. It only requires some ba-
sic knowledge in functional analysis as well as in the theory of linear elliptic problems.
The work is arranged into nine paragraphs, and each of these is divided into various num-
bered subsections. All results are formally stated as Theorems, Propositions, Lemmas or
Corollaries which are numbered by their section number and order within that section.
Throughout the manuscript formulae have double indexing in each section, the first digit
being the section number. When formulae from another section are referred to, the number
corresponding to the section is placed first.

Marco Squassina
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NOTATION

(1) N, Z, Q, R denote the set of natural, integer, rational, real numbers;
(2) Rn (or RN ) is the usual real Euclidean space;
(3) � is an open set (often implicitly assumed smooth) in Rn;
(4) @� is the boundary of �;
(5) a.e. stands for almost everywhere;
(6) p0 is the conjugate exponent of p;
(7) Lp.�/ is the space of u measurable with

R
�

jujpdx < 1, 1 � p < 1;
(8) L1.�/ is the space of u measurable with ju.x/j � C for a.e. x 2 �;
(9) k � kp and k � k1 norms of the spaces Lp and L1;

(10) Dxi
u.x/ is the i -th partial derivative of u at x;

(11) ru.x/ stands for .Dx1
u.x/; : : : ;Dxn

u.x//;
(12) �u.x/ stands for

Pn
iD1 D2

x2
i

u.x/;

(13) H 1.�/, H 1.Rn/, H 1
0 .�/, W 1;p.�/, W 1;p.Rn/, W

1;p
0 .�/ are Sobolev spaces;

(14) H �1.�/, W
�1;p0

0
.�/ are the first duals of Sobolev spaces;

(15) W k;p.Rn/, W
k;p

0
.�/ denotes higher order Sobolev spaces;

(16) k � k1;p , k � kk;p , k � k�1;p norms of the Sobolev spaces;
(17) Liploc.R

n/ indicate the space locally Lipschitz functions;
(18) C 1

c .�/ functions differentiable at any order with compact support;
(19) Ln.E/ denotes Lebesgue measure of E;
(20) H n�1.A/ denotes the Hausdorff measure of A;
(21) H usually stands for a suitable deformation;
(22) jdf j.u/ stands for the weak slope of f at u;
(23) .um/ denotes a sequence of scalar functions;
(24) .um/ denotes a sequence of vector valued functions;
(25) uC (resp. u�) is the positive (resp. negative) part of u;
(26) * (resp. !) stands for the weak (resp. strong) convergence;
(27) limn means the limit as n ! C1;
(28) Br .x/ or B.x; r/ is the ball of center x and radius r ;
(29) d.x;E/ is the distance of x from E.
(30) h';xi evaluation of the linear functional ' at x;
(31) x � y scalar product between elements x;y 2 Rn;
(32) ıij is 1 for i D j and 0 for i ¤ j ;
(33) �E (or 1E) is the characteristic function of the set E;
(34) A ˚ B is the direct sum between A and B.

1. INTRODUCTION

The recent years have been marked out by an evergrowing interest in the research of so-
lutions (and, besides, of their various qualitative behaviors) of semi-linear elliptic problems
via techniques of classical critical point theory. Readers which are interested in these as-
pects may look at the following books: Aubin-Ekeland [13], Chabrowski [39, 40], Ghous-
soub [74], Mawhin-Willem [104], Rabinowitz [121], Struwe [137], Willem [148] and Zei-
dler [149].

The present work aims to show how various achievements, well-established in the semi-
linear case, can be extended to a more general class of problems. More precisely, let � be
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an open bounded subset in Rn (n � 2) and f W H 1
0
.�/ ! R a functional of the form

f .u/ D
1

2

Z
�

nX
i;jD1

aij .x/Dxi
uDxj

u dx �

Z
�

G.x;u/ dx:

Since the pioneering paper of Ambrosetti-Rabinowitz [5], critical point theory has been
successfully applied to the functional f , yielding several important results (see e.g. [42,
104, 121, 137]). However, the assumption that f W H 1

0
.�/ ! R is of class C 1 turns out

to be very restrictive for more general functionals of calculus of variations, like

f .u/ D

Z
�

L.x;u;ru/ dx �

Z
�

G.x;u/ dx;

(see e.g. [53]). In particular, if f has the form

f .u/ D
1

2

Z
�

nX
i;jD1

aij .x;u/Dxi
uDxj

u dx �

Z
�

G.x;u/ dx;

we may expect f to be of class C 1 only when the aij ’s are independent of u or when
n D 1. In fact, if f was locally Lipschitz continuous, for u 2 H 1

0 .�/, we would have

sup
˚
f 0.u/.v/ W v 2 C 1

c .�/; kvkH 1
0
.�/ � 1

	
< 1;

that is to say
nX

i;jD1

Dsaij .x;u/Dxi
uDxj

u 2 H �1.�/:

The above term naturally belongs to L1.�/, which is not included in H �1.�/ for n � 2.
On the other hand, since the papers of Chang [43] and Marino-Scolozzi [102], techniques
of critical point theory have been extended to some classes of non-smooth functionals. In
our setting, in which f is naturally continuous but not locally Lipschitz, it turns out to
be convenient to apply the theory developed in [50, 58, 87, 88] according to the approach
started by Canino [33]. Let us point out that a different approach has been also considered
in the literature. If we consider the space H 1

0 .�/ \ L1.�/ endowed with the family of
norms

kuk" D kukH 1
0

C "kukL1 ; " > 0;

then, under suitable assumptions, f is of class C 1 in .H 1
0 .�/ \ L1.�/; k � k"/ for each

" > 0. This allows an approximation procedure by smooth problems (the original one is
obtained as a limit when " ! 0). The papers of Struwe [138] and Arcoya-Boccardo [6, 7]
follow, with some variants, this kind of approach. However, in view of multiplicity results,
it is hard to keep the multiplicity of solutions at the limit. In particular, when f is even
and satisfies assumptions of Ambrosetti-Rabinowitz type, the existence of infinitely many
solutions has been so far proved only by the former approach. The aim of this manuscript
is to present some results concerning existence, nonexistence, multiplicity, perturbation
from symmetry, and concentration for quasi-linear problems such as

�

nX
i;jD1

Dxj
.aij .x;u/Dxi

u/C
1

2

nX
i;jD1

Dsaij .x;u/Dxi
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u D g.x;u/ in �

u D 0 on @�

and even for the more general class of elliptic problems

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D g.x;u/ in �
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u D 0 on @�;

including the case when g reaches the critical growth with respect to the Sobolev embed-
ding. New results have been obtained in the following situations:

Section 3: infinitely many solutions for quasi-linear problems with odd nonlinearities;
existence of a weak solution for a general class of Euler’s equations of multiple integrals of
calculus of variations; existence and multiplicity for quasi-linear elliptic equations having
unbounded coefficients (cf. [133, 134, 115]).

Section 4: multiplicity of solutions for perturbed symmetric quasi-linear elliptic prob-
lems; multiplicity results for semi-linear systems with broken symmetry and non-homogeneous
boundary data (cf. [129, 130, 30, 111]).

Section 5: problems of jumping type for a general class of Euler’s equations of multiple
integrals of calculus of variations; problems of jumping type for a general class of nonlinear
variational inequalities (cf. [80, 81]).

Section 6: positive entire solutions for fully nonlinear elliptic equations; existence of
two solutions for fully nonlinear problems at critical growth with perturbations of lower
order; asymptotics of solutions for a class of nonlinear problems at nearly critical growth
(cf. [128, 135, 131, 108]).

Section 7: concentration phenomena for singularly perturbed quasi-linear elliptic equa-
tions. Existence of families of solutions with a spike-like shape around a suitable point (cf.
[132]).

Section 8: multi-peak solutions for degenerate singularly perturbed elliptic equations.
Existence of families of solutions with multi spike-like profile around suitable points (cf.
[75]).

Section 9: Pucci-Serrin type identities for C 1 solutions of Euler’s equations and related
non-existence results (cf. [59]).

For the sake of completeness, we wish to mention a quite recent paper [35] dealing with
the variational bifurcation for quasi-linear elliptic equations (extending some early results
due to Rabinowitz in the semi-linear case [122]) and the paper [92] regarding improved
Morse index type estimates for the functional f .

2. REVIEW OF CRITICAL POINT THEORY

In this section, we shall recall some results of abstract critical point theory [36, 50, 58,
87, 88]. For the proofs, we refer to [36] or [50].

2.1. Notions of non-smooth analysis. Let X be a metric space endowed with the metric
d and let f W X ! R be a function. We denote by Br .u/ the open ball of center u and
radius r and we set

epi.f / D f.u; �/ 2 X � R W f .u/ � �g:

In the following, X � R will be endowed with the metric

d..u; �/; .v; �// D

�
d.u; v//2 C .� � �/2

�1=2

and epi.f / with the induced metric.

Definition 2.1. For every u 2 X with f .u/ 2 R, we denote by jdf j.u/ the supremum of
the � 0s in Œ0;C1Œ such that there exist ı > 0 and a continuous map

H W .Bı.u; f .u// \ epi.f // � Œ0; ı� ! X
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satisfying
d.H ..v; �/; t/; v/ � t; f .H ..v; �/; t// � � � � t;

whenever .v; �/ 2 Bı.u; f .u//\ epi.f / and t 2 Œ0; ı�. The extended real number jdf j.u/

is called the weak slope of f at u.

Proposition 2.2. Let u 2 X with f .u/ 2 R. If .uh/ is a sequence in X with uh ! u and
f .uh/ ! f .u/, then we have jdf j.u/ � lim infh jdf j.uh/.

Remark 2.3. If the restriction of f to fu 2 X W f .u/ 2 Rg is continuous, then

jdf j W fu 2 X W f .u/ 2 Rg ! Œ0;C1�

is lower semi-continuous.

Proposition 2.4. Let f W X ! R [ fC1g be a function. Set

D.f / WD fu 2 X W f .u/ < C1g

and assume that f jD.f / is continuous. Then for every u 2 D.f / we have

jdf j.u/ D
ˇ̌
df jD.f /

ˇ̌
.u/

and this value is in turn equal to the supremum of the � ’s in Œ0;C1Œ such that there exist
ı > 0 and a continuous map

H W .Bı.u/ \ D.f // � Œ0; ı� ! X

satisfying
d.H .v; t/; v/ � t; f .H .v; t// � f .v/ � � t;

whenever v 2 Bı.u/ \ D.f / and t 2 Œ0; ı�.

Definition 2.5. An element u 2 X is said to be a (lower) critical point of f if jdf j.u/ D 0.
A real number c is said to be a (lower) critical value of f if there exists a critical point
u 2 X of f such that f .u/ D c. Otherwise c is said to be a regular value of f .

Definition 2.6. Let c be a real number. The function f is said to satisfy the Palais-Smale
condition at level c (.CPS/c for short), if every sequence .uh/ in X with jdf j.uh/ ! 0

and f .uh/ ! c admits a subsequence .uhk
/ converging in X to some u.

Let us also introduce some usual notations. For every b 2 R [ fC1g and c 2 R we set

f b
D fu 2 X W f .u/ � bg; Kc D fu 2 X W jdf j.u/ D 0; f .u/ D cg:

Theorem 2.7 (Deformation Theorem). Let c 2 R. Assume that X is complete, f W X ! R

is a continuous function which satisfies .CPS/c . Then, given N" > 0, a neighborhood U

of Kc (if Kc D ;, we allow U D ;) and � > 0, there exist " > 0 and a continuous map
� W X � Œ0; 1� ! X such that for every u 2 X and t 2 Œ0; 1� we have:

(a) d.�.u; t/;u/ � �t I

(b) f .�.u; t// � f .u/I

(c) f .u/ …�c � N"; c C N"Œ) �.u; t/ D uI

(d) �.f cC" n U; 1/ � f c�".

Theorem 2.8 (Noncritical Interval Theorem). Let a 2 R and b 2 R [ fC1g (a < b).
Assume that f W X ! R is a continuous function which has no critical points u with
a � f .u/ � b, that .CPS/c holds and f c is complete whenever c 2 Œa; bŒ. Then there
exists a continuous map � W X � Œ0; 1� ! X such that for every u 2 X and t 2 Œ0; 1� we
have:

(a) �.u; 0/ D uI
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(b) f .�.u; t// � f .u/I

(c) f .u/ � a ) �.u; t/ D uI

(d) f .u/ � b ) f .�.u; 1// � a.

Theorem 2.9. Let X be a complete metric space and f W X ! R[fC1g a function such
that D.f / is closed in X and fjD.f /

is continuous. Let u0; v0; v1 be in X and suppose that
there exists r > 0 such that kv0 � u0kX < r , kv1 � u0kX > r , inff .Br .u0// > �1, and

a0
D infff .u/ W u 2 X; ku � u0kX D rg > maxff .v0/; f .v1/g:

Let
� D f W Œ0; 1� ! D.f / continuous with  .0/ D v0;  .1/ D v1g

and assume that � ¤ ; and that f satisfies the Palais-Smale condition at the two levels

c1 D inff .Br .u0//; c2 D inf
2�

max
Œ0;1�

.f ı  /:

Then �1 < c1 < c2 < C1 and there exist at least two critical points u1;u2 of f such
that f .ui/ D ci (i D 1; 2).

We now recall the mountain pass theorem without Palais-Smale.

Theorem 2.10. Let X is a Banach space and f W X ! R is a continuous functional.
Assume that the following facts hold:

(a) There exist � > 0 and % > 0 such that

8u 2 X W kukX D % ) f .u/ > � I

(b) f .0/ D 0 and there exists w 2 X such that:

f .w/ < � and kwkX > %:

Moreover, let us set

˚ D f 2 C.Œ0; 1�;X / W  .0/ D 0;  .1/ D wg

and
� � ˇ D inf

2˚
max

t2Œ0;1�
f . .t//:

Then there exists a Palais-Smale sequence for f at level ˇ.

In the next theorem, we recall a generalization of the classical perturbation argument of
Bahri, Berestycki, Rabinowitz and Struwe devised around 1980 for dealing with problems
with broken symmetry adapted to our non-smooth framework (See [119]).

Theorem 2.11. Let X be a Hilbert space endowed with a norm k � kX and let f W X ! R

be a continuous functional. Assume that there exists M > 0 such that f satisfies the
concrete Palais-Smale condition at each level c � M . Let Y be a finite dimensional
subspace of X and u� 2 X n Y and set

Y �
D Y ˚

˝
u�

˛
; Y �

C D
˚
u C �u�

2 Y �
W u 2 Y; � � 0

	
:

Assume now that f .0/ � 0 and that
(a) There exists R > 0 such that

8u 2 Y W kukX � R ) f .u/ � f .0/ I

(b) there exists R� � R such that:

8u 2 Y �
W kukX � R�

) f .u/ � f .0/:
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Let us set

P D
˚
 2 C.X;X / W  odd;  .u/ D u if maxff .u/; f .�u/g � 0

	
:

Then, if
c�

D inf
2P

sup
u2Y �

C

f . .u// > c D inf
2P

sup
u2Y

f . .u// � M;

f admits at least one critical value c � c�.

2.2. The case of lower semi-continuous functionals. Let X be a metric space and let
f W X ! R [ fC1g be a lower semi-continuous function. We set

dom.f / D fu 2 X W f .u/ < C1g and epi f D f.u; �/ 2 X � R W f .u/ � �g :

The set epif is endowed with the metric

d ..u; �/; .v; �// D

�
d.u; v/2 C .� � �/2

�1=2

:

Let us define the function Gf W epif ! R by setting

Gf .u; �/ D �: (2.1)

Note that Gf is Lipschitz continuous of constant 1.
From now on we denote with B.u; ı/ the open ball of center u and of radius ı. We recall
the definition of the weak slope for a continuous function introduced in [50, 58, 87, 88].

Definition 2.12. Let X be a complete metric space, g W X ! R a continuous function,
and u 2 X . We denote by jdgj.u/ the supremum of the real numbers � in Œ0;1/ such that
there exist ı > 0 and a continuous map

H W B.u; ı/ � Œ0; ı� ! X;

such that, for every v in B.u; ı/, and for every t in Œ0; ı� it results

d.H .v; t/; v/ � t;

g.H .v; t// � g.v/ � � t:

The extended real number jdgj.u/ is called the weak slope of g at u.

According to the previous definition, for every lower semi-continuous function f we
can consider the metric space epi f so that the weak slope of Gf is well defined. Therefore,
we can define the weak slope of a lower semi-continuous function f by using jdGf j.u; f .u//.

More precisely, we have the following

Definition 2.13. For every u 2 dom.f / let

jdf j.u/ D

8̂<̂
:

ˇ̌
Gf

ˇ̌
.u;f .u//r

1�

ˇ̌
Gf

ˇ̌
.u;f .u//2

; if
ˇ̌
Gf

ˇ̌
.u; f .u// < 1;

C1; if
ˇ̌
Gf

ˇ̌
.u; f .u// D 1:

The previous notion allow us to give the following concepts.

Definition 2.14. Let X be a complete metric space and f W X ! R [ fC1g a lower
semi-continuous function. We say that u 2 dom.f / is a (lower) critical point of f if
jdf j.u/ D 0. We say that c 2 R is a (lower) critical value of f if there exists a (lower)
critical point u 2 dom.f / of f with f .u/ D c.
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Definition 2.15. Let X be a complete metric space, f W X ! R [ fC1g a lower semi-
continuous function and let c 2 R. We say that f satisfies the Palais-Smale condition at
level c (.PS/c in short), if every sequence fung in dom.f / such that

jdf j.un/ ! 0;

f .un/ ! c;

admits a subsequence funk
g converging in X .

For every � 2 R, let us define the set

f � D fu 2 X W f .u/ < �g: (2.2)

The next result gives a criterion to obtain an estimate from below of jdf j.u/ (cf. [58]).

Proposition 2.16. Let f W X ! R [ fC1g be a lower semi-continuous function defined
on the complete metric space X , and let u 2 dom.f /. Assume that there exist ı > 0,
� > f .u/, � > 0 and a continuous function H W B.u; ı/ \ f � � Œ0; ı� ! X such that

d.H .v; t/; v/ � t; 8 v 2 B.u; ı/ \ f �;

f .H .v; t// � f .v/ � � t; 8 v 2 B.u; ı/ \ f �:

Then jdf j.u/ � � .

We will also use the notion of equivariant weak slope (see [36]).

Definition 2.17. Let X be a normed linear space and f W X ! R [ fC1g an even
lower semi-continuous function with f .0/ < C1. For every .0; �/ 2 epif we denote by
jdZ2

Gf j.0; �/ the supremum of the numbers � in Œ0;1/ such that there exist ı > 0 and a
continuous map

H D .H1;H2/ W .B..0; �/; ı/ \ epif / � Œ0; ı� ! epif

satisfying

d.H ..w; �/; t/; .w; �// � t; H2..w; �/; t/ � � � � t;

H1..�w;�/; t/ D �H1..w; �/; t/;

for every .w; �/ 2 B..0; �/; ı/ \ epif and t 2 Œ0; ı�.

To compute jdGf j.u; �/, the next result will be useful (cf. [58]).

Proposition 2.18. Let X be a normed linear space, J W X ! R [ fC1g a lower semi-
continuous functional, I W X ! R a C 1 functional and let f D J CI . Then the following
facts hold:

(a) For every .u; �/ 2 epi.f / we have

jdGf j.u; �/ D 1 ” jdGJ j.u; � � I.u// D 1 I

(b) if J and I are even, for every � � f .0/, we have

jdZ2
Gf j.0; �/ D 1 ” jdZ2

GJ j.0; � � I.0// D 1 I

(c) if u 2 dom.f / and I 0.u/ D 0, then jdf j.u/ D jdJ j.u/.

Proof. Assertions (a) and (c) follow by arguing as in [58]. Assertion (b) can be reduced to
(a) after observing that, since I is even, it results I 0.0/ D 0. �
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In [50, 58] variational methods for lower semi-continuous functionals are developed.
Moreover, it is shown that the following condition is fundamental in order to apply the
abstract theory to the study of lower semi-continuous functions

8.u; �/ 2 epif W f .u/ < � )
ˇ̌
Gf

ˇ̌
.u; �/ D 1: (2.3)

In the next section we will prove that the functional f satisfies (2.3). The next result gives
a criterion to verify condition (2.3) (cf. [60, Corollary 2.11]).

Theorem 2.19. Let .u; �/ 2 epi.f / with f .u/ < �. Assume that, for every % > 0, there
exist ı > 0 and a continuous map

H W fw 2 B.u; ı/ W f .w/ < �C ıg � Œ0; ı� ! X

satisfying

d.H .w; t/; w/ � %t ; f .H .w; t// � .1 � t/f .w/C t.f .u/C %/

whenever w 2 B.u; ı/, f .w/ < �C ı and t 2 Œ0; ı�. Then jdGf j.u; �/ D 1. In addition,
if f is even, u D 0 and H .�w; t/ D �H .w; t/, then we have jdZ2

Gf j.0; �/ D 1.

Let us now recall from [50] the following result.

Theorem 2.20. Let X be a Banach space and f W X ! R [ fC1g a lower semi-
continuous function satisfying (2.3). Assume that there exist v0; v1 2 X and r > 0 such
that kv1 � v0k > r and

infff .u/ W u 2 X; ku � v0k D rg > maxff .v0/; f .v1/g: (2.4)

Let us set

� D f W Œ0; 1� ! dom.f /;  continuous,  .0/ D v0 and  .1/ D v1g ;

and assume that
c1 D inf

2�
sup
Œ0;1�

f ı  < C1

and that f satisfies the Palais-Smale condition at the level c1. Then, there exists a critical
point u1 of f such that f .u1/ D c1. If, moreover,

c0 D inff .Br .v0// > �1;

and f satisfies the Palais-Smale condition at the level c0, then there exists another critical
point u0 of f with f .u0/ D c0.

In the equivariant case we shall apply the following result (see [103]).

Theorem 2.21. Let X be a Banach space and f W X ! R [ fC1g a lower semi-
continuous even function. Let us assume that there exists a strictly increasing sequence
.Wh/ of finite dimensional subspaces of X with the following properties:

(a) There exist � > 0,  > f .0/ and a subspace V � X of finite codimension with

8u 2 V W kuk D � ) f .u/ �  I

(b) there exists a sequence .Rh/ in .�;1/ such that

8u 2 Wh W kuk � Rh ) f .u/ � f .0/I

(c) f satisfies .PS/c for any c �  and f satisfies (2.3);
(d) jdZ2

Gf j.0; �/ ¤ 0 for every � > f .0/.
Then there exists a sequence fuhg of critical points of f such that f .uh/ ! C1.
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2.3. Functionals of the calculus of variations. Let � be a bounded open subset of Rn,
n � 3 and let f W W

1;p
0 .�I RN / ! R (N � 1) be a functional of the form

f .u/ D

Z
�

L.x;u;ru/dx: (2.5)

The associated Euler’s equation is formally given by the quasi-linear problem

� div
�
r�L.x;u;ru/

�
C rsL.x;u;ru/ D 0 in �

u D 0 on @�:
(2.6)

Assume that L W ��RN �RnN ! R is measurable in x for all .s; �/ 2 RN �RnN and of
class C 1 in .s; �/ for a.e. x 2 �. Moreover, assume that there exist a0 2 L1.�/, b0 2 R,
a1 2 L1

loc
.�/ and b1 2 L1

loc
.�/ such that for a.e. x 2 � and for all .s; �/ 2 RN � RnN

we have

jL.x; s; �/j � a0.x/C b0jsj
np=.n�p/

C b0j�jp; (2.7)

jrsL.x; s; �/j � a1.x/C b1.x/jsj
np=.n�p/

C b1.x/j�j
p; (2.8)ˇ̌

r�L.x; s; �/
ˇ̌

� a1.x/C b1.x/jsj
np=.n�p/

C b1.x/j�j
p: (2.9)

Conditions (2.8) and (2.9) imply that for every u 2 W
1;p

0 .�;RN / we have

r�L.x;u;ru/ 2 L1
loc.�I RnN /;

rsL.x;u;ru/ 2 L1
loc.�I RN /:

Therefore, for every u 2 W
1;p

0
.�;RN / we have

� div
�
r�L.x;u;ru/

�
C rsL.x;u;ru/ 2 D 0.�I RN /:

Definition 2.22. We say that u is a weak solution of (2.6), if u 2 W
1;p

0
.�;RN / and

� div
�
r�L.x;u;ru/

�
C rsL.x;u;ru/ D 0

in D 0.�I RN /.

If the integrand L is subjected to suitable restrictive conditions, it turns out that f is of
class C 1 and

� div
�
r�L.x;u;ru/

�
C rsL.x;u;ru/ 2 W �1;p0

.�;RN /

for every u 2 W
1;p

0
.�;RN /. In this regular setting, we have that f satisfies condition

.PS/c , if and only of every sequence .uh/ in W
1;p

0
.�;RN / with f .uh/ ! c and

� div
�
r�L.x;uh;ruh/

�
C rsL.x;uh;ruh/ ! 0

strongly in W �1;p0

.�;RN / has a strongly convergent subsequence in W
1;p

0 .�;RN /.
Now, a condition of this kind can be formulated also in our general context, without any

reference to the differentiability of the functional f .

Definition 2.23. Let c 2 R. A sequence .uh/ in W
1;p

0 .�;RN / is said to be a concrete
Palais-Smale sequence at level c (.CPS/c�sequence, in short) for f , if f .uh/ ! c,

� div
�
r�L.x;uh;ruh/

�
C rsL.x;uh;ruh/ 2 W �1;p0

.�;RN /

eventually as h ! 1 and

� div
�
r�L.x;uh;ruh/

�
C rsL.x;uh;ruh/ ! 0
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strongly in W �1;p0

.�;RN /.
We say that f satisfies the concrete Palais-Smale condition at level c (.CPS/c in

short), if every .CPS/c�sequence for f admits a strongly convergent subsequence in
W

1;p
0 .�;RN /.

The next result allow us to connect these “concrete” notions with the abstract critical
point theory.

Theorem 2.24. The functional f is continuous and for all u 2 W
1;p

0 .�;RN /,

jdf j.u/ � sup
˚Z
�

�
r�L.x;u;ru/ � rvC rsL.x;u;ru/ � v

�
dx W v 2 C 1

c ; kvk1;p � 1
	
:

Therefore, if jdf j.u/ < C1 it follows

� div
�
r�L.x;u;ru/

�
C rsL.x;u;ru/ 2 W �1;p0

.�;RN /

and  � div
�
r�L.x;u;ru/

�
C rsL.x;u;ru/


1;p0 � jdf j.u/:

Corollary 2.25. Let u 2 W
1;p

0
.�;RN /, c 2 R and let .uh/ be a sequence in W

1;p
0

.�;RN /.
Then the following facts hold:

(a) If u is a (lower) critical point of f , then u is a weak solution of (2.6));
(b) if .uh/ is a .PS/c�sequence for f , then .uh/ is a .CPS/c�sequence for f ;
(c) if f satisfies .CPS/c , then f satisfies .PS/c .

By means of the previous result, it is easy to deduce some versions of the Mountain
Pass Theorem adapted to the functional f .

Theorem 2.26. Let .D;S/ be a compact pair, let W S ! W
1;p

0
.�;RN / be a continuous

map and let
ˆ D

n
' 2 C.D;W

1;p
0 .�;RN // W 'jS D  

o
:

Assume that there exists a closed subset A of W
1;p

0
.�;RN / such that

inf
A
f � max

 .S/
f; A \  .S/ D ;; A \ '.D/ 6D ; 8' 2 ˆ:

If f satisfies the concrete Palais-Smale condition at level c D inf'2ˆ max'.D/ f , then
there exists a weak solution u of (2.6) with f .u/ D c. Furthermore, if infA f � c, then
there exists a weak solution u of (2.6) with f .u/ D c and u 2 A.

Theorem 2.27. Suppose that

L.x;�s;��/ D L.x; s; �/

for a.e. x 2 � and every .s; �/ 2 RN � RnN . Assume also that

(a) There exist � > 0, ˛ > f .0/ and a subspace V � W
1;p

0 .�;RN / of finite codi-
mension with

8u 2 V W kuk D � ) f .u/ � ˛I

(b) for every finite dimensional subspace W � W
1;p

0 .�;RN /, there exists R > 0

with
8u 2 W W kuk � R ) f .u/ � f .0/I

(c) f satisfies .CPS/c for any c � ˛.

Then there exists a sequence .uh/ � W
1;p

0 .�;RN / of weak solutions of (2.6) with limh f .uh/ D

C1.
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3. SUPER-LINEAR ELLIPTIC PROBLEMS

We refer the reader to [133, 134]. Some parts of these publications have been slightly
modified to give the monograph a more uniform appearance.

3.1. Quasi-linear elliptic systems. Many papers have been published on the study of
multiplicity of solutions for quasi-linear elliptic equations via non-smooth critical point
theory; see e.g. [6, 8, 9, 33, 32, 36, 49, 113, 138]. However, for the vectorial case only a few
multiplicity results have been proven: [138, Theorem 3.2] and recently [9, Theorem 3.2],
where systems with multiple identity coefficients are treated. In this section, we consider
the following diagonal quasi-linear elliptic system, in an open bounded set � � Rn with
n � 3,

�

nX
i;jD1

Dj .a
k
ij .x;u/Diuk/C

1

2

nX
i;jD1

NX
hD1

Dsk
ah

ij .x;u/DiuhDj uh D Dsk
G.x;u/ in � ;

(3.1)
for k D 1; : : : ;N , where u W � ! RN and u D 0 on @�. To prove the existence of weak
solutions, we look for critical points of the functional f W H 1

0
.�;RN / ! R,

f .u/ D
1

2

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx �

Z
�

G.x;u/ dx: (3.2)

This functional is not locally Lipschitz if the coefficients ah
ij depend on u; however, as

pointed out in [6, 33], it is possible to evaluate f 0,

f 0.u/.v/ D

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDjvh dx

C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u/ � vDiuhDj uh dx �

Z
�

DsG.x;u/ � v dx

for all v 2 H 1
0
.�;RN / \ L1.�;RN /.

To prove our main result and to provide some regularity of solutions, we consider the
following assumptions.

�

�
ah

ij .�; s/
�

is measurable in x for every s 2 RN , and of class C 1 in s for a.e.

x 2 � with ah
ij D ah

ji . Furthermore, we assume that there exist � > 0 and C > 0

such that for a.e. x 2 �, all s 2 RN and � 2 RnN

nX
i;jD1

NX
hD1

ah
ij .x; s/�

h
i �

h
j � �j�j2;

ˇ̌̌
ah

ij .x; s/
ˇ̌̌

� C;
ˇ̌̌
Dsa

h
ij .x; s/

ˇ̌̌
� C (3.3)

and
nX

i;jD1

NX
hD1

s � Dsa
h
ij .x; s/�

h
i �

h
j � 0: (3.4)

� there exists a bounded Lipschitz function  W R ! R, such that for a.e. x 2 �,
for all � 2 RnN , � 2 f�1; 1gN and r; s 2 RN

nX
i;jD1

NX
hD1

�
1

2
Dsa

h
ij .x; s/ � exp� .r; s/C ah

ij .x; s/Dsh
.exp� .r; s//h

�
�h

i �
h
j � 0 (3.5)
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where .exp� .r; s//i WD �i expŒ�i. .ri/ �  .si//� for each i D 1; : : : ;N .
� the function G.x; s/ is measurable in x for all s 2 RN and of class C 1 in s for a.e.

x 2 �, with G.x; 0/ D 0. Moreover for a.e. x 2 � we will denote with g.x; �/

the gradient of G with respect to s.
� for every " > 0 there exists a" 2 L2n=.nC2/.�/ such that

jg.x; s/j � a".x/C "jsj
.nC2/=.n�2/ (3.6)

for a.e. x 2 � and all s 2 RN and that there exist q > 2, R > 0 such that for all
s 2 RN and for a.e. x 2 �

jsj � R ) 0 < qG.x; s/ � s � g.x; s/: (3.7)

� there exists  2 .0; q � 2/ such that for all � 2 RnN , s 2 RN and a.e. in �

nX
i;jD1

NX
hD1

s � Dsa
h
ij .x; s/�

h
i �

h
j � 

nX
i;jD1

NX
hD1

ah
ij .x; s/�

h
i �

h
j : (3.8)

Under these assumptions we will prove the following result.

Theorem 3.1. Assume that for a.e. x 2 � and for each s 2 RN

ah
ij .x;�s/ D ah

ij .x; s/; g.x;�s/ D �g.x; s/:

Then there exists a sequence .um/ � H 1
0
.�;RN / of weak solutions to (3.1) such that

f .um/ ! C1 as m ! 1.

The above result is well known for the semi-linear scalar problem

�

nX
i;jD1

Dj .aij .x/Diu/ D g.x;u/ in �

u D 0 on @�:

Ambrosetti and Rabinowitz in [5, 121] studied this problem using techniques of classical
critical point theory. The quasi-linear scalar problem

�

nX
i;jD1

Dj .aij .x;u/Diu/C
1

2

nX
i;jD1

Dsaij .x;u/DiuDj u D g.x;u/ in �

u D 0 on @� ;

was studied in [32, 33, 36] and in [113] in a more general setting. In this case the functional

f .u/ D
1

2

Z
�

nX
i;jD1

aij .x;u/DiuDj u dx �

Z
�

G.x;u/ dx

is continuous under appropriate conditions, but it is not locally Lipschitz. Consequently,
techniques of non-smooth critical point theory have to be applied. In the vectorial case, to
my knowledge, problem (3.1) has only been considered in [138, Theorem 3.2] and recently
in [9, Theorem 3.2] for coefficients of the type ahk

ij .x; s/ D ıhk˛ij .x; s/.
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3.2. The concrete Palais-Smale condition. The first step for the .CPS/c to hold is the
boundedness of .CPS/c sequences.

Lemma 3.2. For all c 2 R each .CPS/c sequence of f is bounded in H 1
0
.�;RN /.

Proof. Let a0 2 L1.�/ be such that for a.e. x 2 � and all s 2 RN

qG.x; s/ � s � g.x; s/C a0.x/:

Now let .um/ be a .CPS/c sequence for f and let wm ! 0 in H �1.�;RN / such that for
all v 2 C 1

c .�;RN /,

hwm; vi D

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Djvh dx

C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u

m/ � vDiu
m
h Dj um

h dx �

Z
�

g.x;um/ � v:

Taking into account the previous Lemma, for every m 2 N we obtain

� kwm
kH �1.�;RN /kum

kH 1
0
.�;RN /

�

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dx

C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u

m/ � umDiu
m
h Dj um

h dx �

Z
�

g.x;um/ � um dx

�

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dxC

C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u

m/ � umDiu
m
h Dj um

h dx � q

Z
�

G.x;um/ dx C

Z
�

a0 dx:

Taking into account the expression of f and assumption (3.8), we have that for each m 2

N,

� kwm
kH �1.�;RN /kum

kH 1
0
.�;RN /

� �

�q

2
� 1

� Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dx

C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u

m/ � umDiu
m
h Dj um

h dx C qf .um/C

Z
�

a0 dx

� �

�q

2
� 1 �



2

� Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dx

C qf .um/C

Z
�

a0 dx:
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Because of (3.3), for each m 2 N,

�.q � 2 �  /kDum
k

2
2 � .q � 2 �  /

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dx

� 2kwm
kH �1.�;RN /kum

kH 1
0
.�;RN / C 2qf .um/C 2

Z
�

a0dx:

Since wm ! 0 in H �1.�;RN /, .um/ is a bounded sequence in H 1
0 .�;R

N /. �

Lemma 3.3. If condition (3.6) holds, then the map

H 1
0 .�;R

N / �! L2n=.nC2/.�;RN /

u 7�! g.x;u/

is completely continuous.

The statement of the above lemma is a direct consequence of [36, Theorem 2.2.7]. The
next result is crucial for the .CPS/c condition to hold for our elliptic system.

Lemma 3.4. Let .um/ be a bounded sequence in H 1
0
.�;RN /, and set

hwm; vi D

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Djvh dx

C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u

m/ � vDiu
m
h Dj um

h dx

for all v 2 C 1
c .�;RN /. If .wm/ is strongly convergent to some w in H �1.�;RN /, then

.um/ admits a strongly convergent subsequence in H 1
0
.�;RN /.

Proof. Since .um/ is bounded, we have um * u for some u up to a subsequence. Each
component um

k
satisfies (2.5) in [22], so we may suppose that Diu

m
k

! Diuk a.e. in� for
all k D 1; : : : ;N (see also [54]). We first prove thatZ

�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx

C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u/ � uDiuhDj uh dx D hw;ui:

(3.9)

Let  be as in assumption (3.5) and consider the following test functions

vm
D '.�1 expŒ�1. .u1/ �  .um

1 //�; : : : ; �N expŒ�N . .uN / �  .um
N //�/;

where ' 2 C 1
c .�/, ' � 0 and �l D ˙1 for all l . Therefore, since we have

Djv
m
k D

�
�kDj' C . 0.uk/Dj uk �  0.um

k /Dj um
k /'

�
expŒ�k. .uk/ �  .um

k //�;

we deduce that for all m 2 N,Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h .�hDj' C  0.uh/Dj uh'/ expŒ�h. .uh/ �  .um

h //� dx

C

Z
�

nX
i;jD1

NX
h;lD1

�l

2
Dsl

ah
ij .x;u

m/ expŒ�l . .ul / �  .um
l //�Diu

m
h Dj um

h ' dx
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�

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h  
0.um

h / expŒ�h. .uh/ �  .um
h //�' dx

D hwm; vm
i:

Let us study the behavior of each term of the previous equality as m ! 1. First of all,
if v D .�1'; : : : ; �N'/, we have that vm * v implies

lim
m

hwm; vm
i D hw; vi: (3.10)

Since um * u, by Lebesgue’s Theorem we obtain

lim
m

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h .Dj .�h'/ (3.11)

C ' 0.uh/Dj uh/ expŒ�h. .uh/ �  .um
h //� dx (3.12)

D

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/Diuh.Djvh C ' 0.uh/Dj uh/ dx: (3.13)

Finally, note that by assumption (3.5) we have
nX

i;jD1

NX
hD1

� NX
lD1

�l

2
Dsl

ah
ij .x;u

m/ expŒ�l . .ul / �  .um
l //�

�ah
ij .x;u

m/ 0.um
h / expŒ�h. .uh/ �  .um

h //�
�
Diu

m
h Dj um

h � 0:

Hence, we can apply Fatou’s Lemma to obtain

lim sup
m

n1

2

Z
�

nX
i;jD1

NX
h;lD1

Dsl
ah

ij .x;u
m/ expŒ�l . .ul / �  .um

l //�Diu
m
h Dj um

h .�l'/ dx

�

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h  
0.um

h / expŒ�h. .uh/ �  .um
h //�' dx

o

�
1

2

Z
�

nX
i;jD1

NX
h;lD1

Dsl
ah

ij .x;u/DiuhDj uh.�l'/ dx

�

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh 

0.uh/' dx ;

which, together with (3.10) and (3.12), yieldsZ
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDjvh dx C

1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u/ � vDiuhDj uh dx

� hw; vi

for all test functions v D .�1'; : : : ; �N'/ with ' 2 C 1
c .�;RN /, ' � 0. Since we may

exchange v with �v we getZ
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDjvh dx C

1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u/ � vDiuhDj uh dx
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D hw; vi

for all test functions v D .�1'; : : : ; �N'/, and since every function v 2 C 1
c .�;RN / can

be written as a linear combination of such functions, we infer (3.9). Now, let us prove that

lim sup
m

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dx �

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx:

(3.14)
Because of (3.4), Fatou’s Lemma implies thatZ

�

nX
i;jD1

NX
hD1

u � Dsa
h
ij .x;u/DiuhDj uh dx

� lim inf
m

Z
�

nX
i;jD1

NX
hD1

um
� Dsa

h
ij .x;u

m/Diu
m
h Dj um

h dx:

Combining this fact with (3.9), we deduce that

lim sup
m

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dx

D lim sup
m

h
�

1

2

Z
�

nX
i;jD1

NX
hD1

um
� Dsa

h
ij .x;u

m/Diu
m
h Dj um

h dx C hwm;um
i

i

� �
1

2

Z
�

nX
i;jD1

NX
hD1

u � Dsa
h
ij .x;u/DiuhDj uh dx C hw;ui

D

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx ;

so that (3.14) is proved. Finally, by (3.3) we have

�kDum
� Duk

2
2

�

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/
�
Diu

m
h Dj um

h � 2Diu
m
h Dj uh C DiuhDj uh

�
dx:

Hence, by (3.14) we obtain

lim sup
m

kDum
� Duk2 � 0

which proves that um ! u in H 1
0
.�;RN /. �

We now come to the .CPS/c condition for system (3.1).

Theorem 3.5. f satisfies .CPS/c condition for each c 2 R.

Proof. Let .um/ be a .CPS/c sequence for f . Since .um/ is bounded in H 1
0 .�;R

N /,
from Lemma 3.3 we deduce that, up to a subsequence, .g.x;um// is strongly convergent
in H �1.�;RN /. Applying Lemma 3.4, we conclude the present proof. �
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3.3. Existence of multiple solutions for elliptic systems. We now prove the main result,
which is an extension of theorems of [33, 36] and a generalization of [9, Theorem 3.2] to
systems in diagonal form.

Proof of Theorem 3.1. We want to apply [36, Theorem 2.1.6]. First of all, because of
Theorem 3.5, f satisfies .CPS/c for all c 2 R. Whence, .c/ of [36, Theorem 2.1.6] is
satisfied. Moreover we have
�

2

Z
�

jDuj
2 dx �

Z
�

G.x;u/ dx � f .u/ �
1

2
nNC

Z
�

jDuj
2 dx �

Z
�

G.x;u/ dx:

We want to prove that assumptions (a) and (b) of [36, Theorem 2.1.6] are also satisfied. Let
us observe that, instead of (b) of [36, Theorem 2.1.6], it is enough to find a sequence .Wn/

of finite dimensional subspaces with dim.Wn/ ! C1 satisfying the inequality of .b/
(see also [103, Theorem 1.2]). Let W be a finite dimensional subspace of H 1

0 .�I RN / \

L1.�;RN /. From (3.7) we deduce that for all s 2 RN with jsj � R

G.x; s/ �

G
�
x;R s

jsj

�
Rq

jsj
q

� b0.x/jsj
q;

where
b0.x/ D R�q inffG.x; s/ W jsj D Rg > 0

a.e. x 2 �. Therefore, there exists a0 2 L1.�/ such that

G.x; s/ � b0.x/jsj
q

� a0.x/ (3.15)

a.e. x 2 � and for all s 2 RN . Since b0 2 L1.�/; we may define a norm k � kG on W by

kukG D

� Z
�

b0juj
q dx

�1=q

:

Since W is finite dimensional and q > 2, from (3.15) it follows

lim
kukG!C1; u2W

f .u/ D �1

and condition (b) of [36, Theorem 2.1.6] is clearly fulfilled too for a sufficiently large
R > 0. Let now .�h;uh/ be the sequence of eigenvalues and eigenvectors for the problem

�u D ��u in �

u D 0 on @�:

Let us prove that there exist h0; ˛ > 0 such that

8u 2 V C
W kDuk2 D 1 ) f .u/ � ˛;

where V C D span
˚
uh 2 H 1

0
.�;RN / W h � h0

	
. In fact, given u 2 V C and " > 0, we

find
a.1/" 2 C 1

c .�/; a.2/" 2 L2n=.nC2/.�/;

such that ka
.2/
" k2n=.nC2/ � " and

jg.x; s/j � a.1/" .x/C a.2/" .x/C "jsj
.nC2/=.n�2/:

If u 2 V C, it follows that

f .u/ �
�

2
kDuk

2
2 �

Z
�

G.x;u/ dx

�
�

2
kDuk

2
2 �

Z
�

��
a.1/" C a.2/"

�
juj C

n � 2

2n
"juj

2n=.n�2/

�
dx
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�
�

2
kDuk

2
2 � ka.1/" k2kuk2 � c1ka.2/" k2n=.nC2/kDuk2 � "c2kDuk

2n=.n�2/
2

�
�

2
kDuk

2
2 � ka.1/" k2kuk2 � c1"kDuk2 � "c2kDuk

2n=.n�2/
2 :

Then if h0 is sufficiently large, from the fact that .�h/ diverges, for all u 2 V C, kDuk2 D 1

implies

ka.1/" k2kuk2 �
�

6
:

Hence, for " > 0 small enough, kDuk2 D 1 implies that f .u/ � �=6.

Finally, set V � D span
˚
uh 2 H 1

0 .�;R
N / W h < h0

	
; we have the decomposition

H 1
0 .�I RN / D V C

˚ V �:

Therefore, since the hypotheses for [36, Theorem 2.1.6] are fulfilled, we can find a se-
quence .um/ of weak solution of system (3.1) such that limm f .u

m/ D C1. The proof is
complete. �

3.4. Regularity of weak solutions for elliptic systems. Consider the nonlinear elliptic
system Z

�

nX
i;jD1

NX
h;kD1

ahk
ij .x;u/DiuhDjvk dx D

Z
�

b.x;u;Du/ � v dx (3.16)

for all v 2 H 1
0 .�I RN /. For l D 1; : : : ;N , we choose

bl .x;u;Du/ D

n
�

nX
i;jD1

NX
h;kD1

Dsl
ahk

ij .x;u/DiuhDj uk C gl .x;u/
o
:

Assume that there exist c > 0 and q < nC2
n�2

such that for all s 2 RN and a.e. in �

jg.x; s/j � c .1 C jsj
q/ : (3.17)

Then it follows that for every M > 0, there exists C.M / > 0 such that for a.e. x 2 �, for
all � 2 RnN and s 2 RN with jsj � M

jb.x; s; �/j � c.M /
�
1 C j�j2

�
: (3.18)

A nontrivial regularity theory for quasi-linear systems (see, [76, Chapter VI]) yields the
following

Theorem 3.6. For every weak solution u 2 H 1.�;RN /\L1.�;RN / of the system (3.1)
there exist an open subset �0 � � and s > 0 such that

8p 2 .n;C1/ W u 2 C 0;1� n
p .�0I RN /;

H n�s.�n�0/ D 0:

For the proof of the above theorem, see [76, Chapter VI]. We now consider the particular
case when ahk

ij .x; s/ D ˛ij .x; s/ı
hk ; and provide an almost everywhere regularity result.

Lemma 3.7. Assume that (3.18) holds. Then the weak solutions u 2 H 1
0
.�;RN / of the

systemZ
�

nX
i;jD1

NX
hD1

aij .x;u/DiuhDjvh dxC
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C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsaij .x;u/ � vDiuhDj uh dx D

Z
�

g.x;u/ � v dx (3.19)

for all v 2 C 1
c .�;RN /, belong to L1.�;RN /.

Proof. By [138, Lemma 3.3], for each .CPS/c sequence .um/ there exist u 2 H 1
0

\ L1

and a subsequence .umk / with umk * u. Then, given a weak solution u, consider the
sequence .um/ such that each element is equal to u and the assertion follows. �

We can finally state a partial regularity result for our system.

Theorem 3.8. Assume condition (3.18) and let u 2 H 1
0 .�;R

N / be a weak solution of the
systemZ

�

nX
i;jD1

NX
hD1

aij .x;u/DiuhDjvh dx C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsaij .x;u/ � vDiuhDj uh dx

D

Z
�

g.x;u/ � v dx

for all v 2 C 1
c .�;RN /. Then there exist an open subset �0 � � and s > 0 such that

8p 2 .n;C1/ W u 2 C 0;1� n
p .�0I RN /; H n�s.�n�0/ D 0:

To prove the above theorem, it suffices to combine the previous Lemma with Theorem
3.6.

3.5. Fully nonlinear scalar problems. Recently, some results for the quite general prob-
lem

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D g.x;u/ in �

u D 0 on @� ;
(3.20)

have been considered in [6, 7] and [113]. The goal of this section is to extend some of
the results of [6, 113]. To solve (3.20), we shall look for critical points of functionals
f W W

1;p
0

.�/ ! R given by

f .u/ D

Z
�

L.x;u;ru/ dx �

Z
�

G.x;u/ dx: (3.21)

In general, f is continuous but not even locally Lipschitz unless L does not depend on u

or L is subjected to some very restrictive growth conditions. Then, again we shall refer to
non-smooth critical point theory.

We assume that L W ��R�Rn ! R is measurable in x for all .s; �/ 2 R�Rn; of class
C 1 in .s; �/ for a.e. x 2 �; the function L.x; s; �/ is strictly convex and L.x; s; 0/ D 0

for a.e. x 2 �. Furthermore, we will assume that:

� there exist a 2 L1.�/ and b0; � > 0 such that

�j�jp � L.x; s; �/ � a.x/C b0jsj
p

C b0j�jp ; (3.22)

for a.e. x 2 � and for all .s; �/ 2 R � Rn;
� for each " > 0 there exists a" 2 L1.�/ such that

jDsL.x; s; �/j � a".x/C "jsj
p�

C b1j�jp ; (3.23)
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for a.e. x 2 � and for all .s; �/ 2 R � Rn, with b1 2 R independent of ".
Furthermore, there exists a1 2 Lp0

.�/ such thatˇ̌
r�L.x; s; �/

ˇ̌
� a1.x/C b1jsj

p�

p0 C b1j�jp�1; (3.24)

for a.e. x 2 � and for all .s; �/ 2 R � Rn;
� there exists R > 0 such that

jsj � R ) DsL.x; s; �/s � 0 ; (3.25)

for a.e. x 2 � and for all .s; �/ 2 R � Rn;
� G W � � R ! R is a Carathéodory function such that

G.x; s/ � d.x/jsj
p

C bjsj
p�

(3.26)

lim
s!0

G.x; s/

jsjp
D 0 (3.27)

for a.e. x 2 � and all s 2 R, where d 2 L
n
p .�/ and b 2 R. Moreover,

G.x; s/ D

Z s

0

g.x; �/ d�

and there exist c1; c2 > 0 such that

jg.x; s/j � c1 C c2jsj
�

for a.e. x 2 � and each s 2 R, where � < p� � 1.
� there is q > p and R0 > 0 such that for each " > 0 there is a" 2 L1.�/ with

0 < qG.x; s/ � g.x; s/s ; (3.28)

qL.x; s; �/ � r�L.x; s; �/ � � � DsL.x; s; �/s � �j�jp � a".x/ � "jsj
p (3.29)

for a.e. x 2 � and for all .s; �/ 2 R � Rn with jsj � R0.
Under the previous assumptions, the following is our main result.

Theorem 3.9. The boundary value problem

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D g.x;u/ in �

u D 0 on @�

has at least one nontrivial weak solution u 2 W
1;p

0
.�/.

This result is an extension of [6, Theorem 3.3], since instead of assuming that

8s 2 R W qL.x; s; �/ � r�L.x; s; �/ � � � DsL.x; s; �/s � �j�jp ;

for a.e. x 2 � and for all � 2 Rn, we only request condition (3.29). In this way the proof
of Lemma (3.12) becomes more difficult. The key-point, to deal with the more general
assumption, is constituted by Lemma (3.11).

Similarly, in [113, Theorem 1], a multiplicity result for (3.20) is proved, assuming that

8s 2 R W DsL.x; s; �/s � 0 ;

8s 2 R W qL.x; s; �/ � r�L.x; s; �/ � � � DsL.x; s; �/s � �j�jp ;

for a.e. x 2 � and for all � 2 Rn, which are both stronger than (3.25) and (3.29). In
particular, the first inequality above and the more general condition (3.25) are involved in
Theorem 3.10.
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Finally, let us point out that the growth conditions (3.22) - (3.24) are a relaxation of
those of [6, 113], where it is assumed that

�j�jp � L.x; s; �/ � ˇj�jp; jDsL.x; s; �/j �  j�jp;ˇ̌
r�L.x; s; �/

ˇ̌
� a1.x/C b1jsj

p�1
C b1j�jp�1;

for a.e. x 2 � and for all .s; �/ 2 R � Rn.

3.6. The concrete Palais-Smale condition. Let us point out that as a consequence of
assumption (3.22) and convexity of L.x; s; �/, we can find M > 0 such that for each " > 0

there is a" 2 L1.�/ with

r�L.x; s; �/ � � � �j�jp � a.x/ � b0jsj
p; (3.30)

jDsL.x; s; �/j � M r�L.x; s; �/ � � C a".x/C "jsj
p�

; (3.31)

for a.e. x 2 � and for all .s; �/ 2 R � Rn.
We now come to a local compactness property, which is crucial for the .CPS/c condi-

tion to hold. This result improves [113, Lemma 2], since (3.29) relaxes condition .8/ in
[113].

Theorem 3.10. Let .uh/ be a bounded sequence in W
1;p

0
.�/ and set

hwh; vi D

Z
�

r�L.x;uh;ruh/ � rv dx C

Z
�

DsL.x;uh;ruh/v dx ; (3.32)

for all v 2 C 1
c .�/. If .wh/ is strongly convergent to some w in W �1;p0

.�/; then .uh/

admits a strongly convergent subsequence in W
1;p

0
.�/.

Proof. Since .uh/ is bounded in W
1;p

0
.�/; we find a u in W

1;p
0

.�/ such that, up to a
subsequence,

ruh * ru in Lp.�/; uh ! u in Lp.�/; uh.x/ ! u.x/ for a:e: x 2 �:

By [22, Theorem 2.1], up to a subsequence, we have

ruh.x/ ! ru.x/ for a:e: x 2 �: (3.33)

Therefore, by (3.24) we deduce that

r�L.x;uh;ruh/ * r�L.x;u;ru/ in Lp0

.�;Rn/:

We now want to prove that u solves the equation

8v 2 C 1
c .�/ W hw; vi D

Z
�

r�L.x;u;ru/ � rv dx C

Z
�

DsL.x;u;ru/v dx: (3.34)

To this aim, let us test equation (3.32) with the functions

vh D ' expf�M.uh C R/Cg ; ' 2 W
1;p

0 .�/ \ L1.�/ ; ' � 0:

It results that for each h 2 N,Z
�

r�L.x;uh;ruh/ � r' expf�M.uh C R/Cg dx �
˝
wh; ' expf�M.uh C R/Cg

˛
C

Z
�

�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh C R/C

�
' expf�M.uh C R/Cg dx D 0:
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Of course, for a.e. x 2 �, we obtain

' expf�M.uh C R/Cg ! ' expf�M.u C R/Cg:

Since by inequality (3.31) and (3.25) for each " > 0 and h 2 N we have�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh C R/C

�
�' expf�M.uh C R/Cg � "juhj

p�

' � a".x/' ;

Fatou’s Lemma implies that for each " > 0,

lim sup
h

Z
�

�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh C R/C

�
'e�M.uhCR/C

� "juhj
p�

' dx

�

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u C R/C

�
'e�M.uCR/C

� "juj
p�

' dx:

Since .uh/ is bounded in Lp�

.�/; we find c > 0 such that for each " > 0

lim sup
h

Z
�

�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh C R/C

�
'e�M.uhCR/Cdx

�

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u C R/C

�
'e�M.uCR/Cdx � c":

Letting " ! 0; the previous inequality yields

lim sup
h

Z
�

�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh C R/C

�
� 'e�M.uhCR/C dx

�

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u C R/C

�
'e�M.uCR/Cdx:

Note that we have also

' expf�M.uh C R/Cg * ' expf�M.u C R/Cg in W
1;p

0
.�/:

Moreover,

r' expf�M.uh C R/Cg ! r' expf�M.u C R/Cg in Lp.�;Rn/;

so that Z
�

r�L.x;uh;ruh/ � r' expf�M.uh C R/Cgdx

!

Z
�

r�L.x;u;ru/ � r' expf�M.u C R/Cgdx:

Therefore, we conclude thatZ
�

r�L.x;u;ru/ � r' expf�M.u C R/Cg dx �
˝
w; ' expf�M.u C R/Cg

˛
C

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u C R/C

�
' expf�M.u C R/Cgdx

� 0:

Consider now the test functions

'k WD 'H.
u

k
/ expfM.u C R/Cg ; ' 2 C 1

c .�/ ; ' � 0 ;
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where H 2 C 1.R/;H D 1 in Œ� 1
2
; 1

2
� and H D 0 in �� 1;�1�[ Œ1;C1Œ. It follows thatZ

�

r�L.x;u;ru/ � r'k expf�M.u C R/Cg dx � hw; 'H.
u

k
/i

C

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u C R/C

�
'H.

u

k
/ dx � 0:

Furthermore, standard computations yield

r'k D expfM.u C R/Cg

h
r'H.

u

k
/C H 0.

u

k
/
'

k
ru C M r.u C R/C'H.

u

k
/
i
:

Since 'H. u
k
/ goes to ' in W

1;p
0

.�/; as k ! C1 we haveD
w; 'H.

u

k
/
E

! hw; 'i :

By the properties of H and the growth conditions on r�L; letting k ! C1 yieldsZ
�

r�L.x;u;ru/ � r'H.
u

k
/ !

Z
�

r�L.x;u;ru/ � r' dx ;Z
�

r�L.x;u;ru/ � ru H 0.
u

k
/
'

k
dx ! 0 ;Z

�

M r�L.x;u;ru/ � r.u C R/C'H.
u

k
/ !

Z
�

M r�L.x;u;ru/ � r.u C R/C':

Whence, we conclude that for all ' 2 C 1
c .�/,

' � 0 ) hw; 'i �

Z
�

r�L.x;u;ru/ � r' dx C

Z
�

DsL.x;u;ru/' dx:

Choosing now as test functions

vh WD ' expf�M.uh � R/�g ;

where as before ' � 0; we obtain the opposite inequality so that (3.34) is proven.
In particular, taking into account the Brezis-Browder type results, we immediately ob-

tain

hw;ui D

Z
�

r�L.x;u;ru/ � ru dx C

Z
�

DsL.x;u;ru/u dx: (3.35)

The final step is to show that .uh/ goes to u in W
1;p

0 .�/. Consider the function � W R ! R

defined by

�.s/ D

8̂̂̂<̂
ˆ̂:

M s if 0 < s < R

MR if s � R

�M s if � R < s < 0

MR if s � �R ;

(3.36)

and let us prove that

lim sup
h

Z
�

r�L.x;uh;ruh/ � ruh expf�.uh/g dx

�

Z
�

r�L.x;u;ru/ � ru expf�.u/g dx:

Since uh expf�.uh/g are admissible test functions for (3.32), we haveZ
�

r�L.x;uh;ruh/ � ruh expf�.uh/g dx � hwh;uh expf�.uh/gi C
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C

Z
�

�
DsL.x;uh;ruh/C �0.uh/r�L.x;uh;ruh/ � ruh

�
uh expf�.uh/g dx D 0:

Let us observe that (3.33) implies that

r�L.x;uh;ruh/ � ruh ! r�L.x;u;ru/ � ru for a:e: x 2 �:

Since by inequality (3.31) for each " > 0 and h 2 N we have�
�DsL.x;uh;ruh/ � �0.uh/r�L.x;uh;ruh/ � ruh

�
� uh expf�.uh/g � R expfMRg"juhj

p�

� R expfMRga".x/ ;

Fatou’s Lemma yields

lim sup
h

Z
�

�
� DsL.x;uh;ruh/ � �0.uh/r�L.x;uh;ruh/ � ruh

�
� uhe�.uh/ � ReMR"juhj

p�

dx

�

Z
�

�
� DsL.x;u;ru/ � �0.u/r�L.x;u;ru/ � ru

�
u expf�.u/g

� ReMR"juj
p�

dx:

Therefore, since .uh/ is bounded in Lp�

.�/; we find c > 0 such that for all " > 0

lim sup
h

Z
�

�
�DsL.x;uh;ruh/ � �0.uh/r�L.x;uh;ruh/ � ruh

�
uhe�.uh/dx

�

Z
�

�
�DsL.x;u;ru/ � �0.u/r�L.x;u;ru/ � ru

�
ue�.u/dx � c":

Taking into account that " is arbitrary, we conclude that

lim sup
h

Z
�

r�L.x;uh;ruh/ � ruh expf�.uh/g dx

D lim sup
h

n Z
�

�
�DsL.x;uh;ruh/ � �0.uh/r�L.x;uh;ruh/ � ruh

�
uhe�.uh/dx

C hwh;uh expf�.uh/gi
o

�

Z
�

�
�DsL.x;u;ru/ � �0.u/r�L.x;u;ru/ � ru

�
ue�.u/dx C hw;u expf�.u/gi

D

Z
�

r�L.x;u;ru/ � rue�.u/ dx:

In particular, we haveZ
�

r�L.x;u;ru/ � rue�.u/ dx � lim inf
h

Z
�

r�L.x;uh;ruh/ � ruhe�.uh/dx

� lim sup
h

Z
�

r�L.x;uh;ruh/ � ruhe�.uh/ dx

�

Z
�

r�L.x;u;ru/ � rue�.u/dx;

; namely,

lim
h

Z
�

r�L.x;uh;ruh/ � ruh expf�.uh/gdx D

Z
�

r�L.x;u;ru/ � ru expf�.u/gdx:
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Therefore, by (3.30), generalized Lebesgue’s theorem yields

lim sup
h

Z
�

jruhj
pdx �

Z
�

jruj
pdx;

that implies the strong convergence of .uh/ to u in W
1;p

0 .�/. �

Lemma 3.11. Let c 2 R and let .uh/ be a .CPS/c-sequence in W
1;p

0 .�/. Then for each
" > 0 and % > 0 there exists K%;" > 0 such that, for all h 2 N,Z

fjuhj�%g

r�L.x;uh;ruh/ � ruh dx

� "

Z
f%<juhj<K%;"g

r�L.x;uh;ruh/ � ruh dx C K%;"

and Z
fjuhj�%g

jruhj
p dx � "

Z
f%<juhj<K%;"g

jruhj
p dx C K%;":

Proof. Let �; " > 0 and % > 0. For all v 2 W
1;p

0
.�/, we set

hwh; vi D

Z
�

r�L.x;uh;ruh/ � rv dx

C

Z
�

DsL.x;uh;ruh/v dx �

Z
�

g.x;uh/v dx:

(3.37)

Let us now consider #1 W R ! R given by

#1.s/ D

8̂̂̂<̂
ˆ̂:

s if jsj < �

�s C 2� if � � s < 2�

�s � 2� if � 2� < s � ��

0 if jsj � 2�:

(3.38)

Then, testing (3.37) with #1.uh/ 2 L1.Œ�2�; 2��/, we obtainZ
�

r�L.x;uh;ruh/ � r#1.uh/ dx C

Z
�

DsL.x;uh;ruh/#1.uh/ dx

�

Z
�

g.x;uh/#1.uh/ dx C kwhk�1;p0k#1.uh/k1;p:

Then, it follows thatZ
fjuhj��g

r�L.x;uh;ruh/ � ruh dx �

Z
f�<juhj�2�g

r�L.x;uh;ruh/ � ruh dx

C

Z
fjuhj��g

DsL.x;uh;ruh/uh dx C

Z
f�<juhj�2�g

DsL.x;uh;ruh/#1.uh/ dx

�

Z
�

�
c1 C c2j2� j

n.p�1/Cp
n�p

�
� dx C

4
p0

p

p0p
p0

p �
p0

p

kwhk
p0

�1;p0 C
�

4
k#1.uh/k

p
1;p:

Let K0 > 0 be such that kwhk�1;p0 � K0. Then, since by (3.30) we have

�k#1.uh/k
p
1;p

�

Z
fjuhj��g

�jruhj
p dx C

Z
f�<juhj�2�g

�jruhj
p dx
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�

Z
fjuhj��g

r�L.x;uh;ruh/ � ruh dx C

Z
f�<juhj�2�g

r�L.x;uh;ruh/ � ruh dx

C

Z
fjuhj��g

a.x/ dx C b0

Z
fjuhj��g

juhj
p dx C

Z
f�<juhj�2�g

a.x/ dx

C b0

Z
f�<juhj�2�g

juhj
p dx ;

taking into account (3.31), we get for a sufficiently small value of � > 0,�
1 � �M �

1

4

� Z
fjuhj��g

r�L.x;uh;ruh/ � ruh dx

�
�
1 C �M C

1

4

� Z
f�<juhj�2�g

r�L.x;uh;ruh/ � ruh dx

C

Z
�

�
c1 C c2j2� j

n.p�1/Cp
n�p

�
� dx C

4
p0

p

p0p
p0

p �
p0

p

K
p0

0

C

Z
�

a".x/ dx C

h
b0.2

p
C 1/�p

C "�p�C1
i

Ln.�/:

Whence, we have shown an inequality of the typeZ
fjuhj��g

r�L.x;uh;ruh/ � ruh dx

� K1

Z
f�<juhj�2�g

r�L.x;uh;ruh/ � ruh dx C K2:

Let us now define for each k � 1 the functions #2k ; #2k�1 W R ! R by setting

#2k.s/ D

8̂̂̂̂
ˆ̂̂̂<̂
ˆ̂̂̂̂̂̂
:

0 if jsj � k�

s � k� if k� < s < .k C 1/�

s C k� if � .k C 1/� < s < �k�

�s C .k C 2/� if .k C 1/� � s < .k C 2/�

�s � .k C 2/� if � .k C 2/� < s � �.k C 1/�

0 if jsj � .k C 1/� ;

and

#2k�1.s/ D

8̂̂̂̂
ˆ̂̂̂<̂
ˆ̂̂̂̂̂̂
:

s
k

if jsj � k�

�s C .k C 1/� if k� < s < .k C 1/�

s � .k C 1/� if .k C 1/� < s < .k C 2/�

�s � .k C 1/� if � .k C 1/� � s < �k�

s C .k C 1/� if � .k C 2/� < s � �.k C 1/�

0 if jsj � .k C 1/�:

Therefore, by iterating on k, we obtain the k-th inequalityZ
fjuhj�k�g

r�L.x;uh;ruh/ � ruh dx

� K1.k/

Z
fk�<juhj�.kC1/�g

r�L.x;uh;ruh/ � ruh dx C K2.k/:

(3.39)
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Let now choose k � 1 such that k� � % and k� � R. Take 0 < ı < 1 and let #ı W R ! R

be the function defined by setting

#ı.s/ D

8̂̂̂̂
ˆ̂̂̂<̂
ˆ̂̂̂̂̂̂
:

0 if jsj � k�

s � k� if k� < s < .k C 1/�

s C k� if � .k C 1/� < s < �k�

�ıs C � C ı.k C 1/� if .k C 1/� � s < .k C 1/� C
�
ı

�ıs � � � ı.k C 1/� if � .k C 1/� �
�
ı
< s � �.k C 1/�

0 if jsj � .k C 1/� C
�
ı
:

As before, we getZ
�

r�L.x;uh;ruh/ � r#ı.uh/ dx C

Z
�

DsL.x;uh;ruh/#ı.uh/ dx

�

Z
�

g.x;uh/#ı.uh/ dx C
1

p0p
p0

p ı
p0

p

kwhk
p0

�1;p0 C ık#ı.uh/k
p
1;p:

Taking into account (3.25), by computations, we deduce thatZ
�

DsL.x;uh;ruh/#ı.uh/ dx � 0:

Moreover, we have as before

k#ı.uh/k
p
1;p

�

Z
fk�<juhj�.kC1/�g

jruhj
p dx C

Z
fjuhj�.kC1/�g

jruhj
p dx

�
1

�

Z
fk�<juhj�.kC1/�g

r�L.x;uh;ruh/ � ruh dx

C
1

�

Z
fjuhj�.kC1/�g

r�L.x;uh;ruh/ � ruh dx

C
1

�

Z
fk�<juhj�.kC1/�g

a.x/ dx C
b0

�

Z
fk�<juhj�.kC1/�g

juhj
p dx

C
1

�

Z
fjuhj�.kC1/�g

a.x/ dx C
b0

�

Z
f.kC1/�C �

ı
�juhj�.kC1/�g

juhj
p dx ;

so that �
1 �

ı

�

� Z
fk�<juhj�.kC1/�g

r�L.x;uh;ruh/ � ruh dx

�
�
ı C

ı

�

� Z
fjuhj>.kC1/�g

r�L.x;uh;ruh/ � ruh dx

C

Z
�

�
c1 C c2

ˇ̌
.k C 1/� C

�

ı

ˇ̌ n.p�1/Cp
n�p

�
� dx C

1

p0p
p0

p ı
p0

p

K
p0

0

C
2

�

Z
�

a.x/ dx C
b0

�

�
.k C 1/p C

�
.k C 1/C

1

ı

�p
�
�pLn.�/:
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Therefore, we getZ
fk�<juhj�.kC1/�g

r�L.x;uh;ruh/ � ruh dx

� �
�ı C ı

� � ı

Z
fjuhj�.kC1/�g

r�L.x;uh;ruh/ � ruh dx C K3.k; ı/:

Combining this inequality with (3.39) we conclude thatZ
fjuhj�%g

r�L.x;uh;ruh/ � ruh dx

�

Z
fjuhj�k�g

r�L.x;uh;ruh/ � ruh dx

� K1.k/

Z
fk�<juhj�.kC1/�g

r�L.x;uh;ruh/ � ruh dx C K2.k/

� K1.k/
�ı C ı

� � ı

Z
fjuhj>.kC1/�g

r�L.x;uh;ruh/ � ruh dx

C K1.k/K3.k; ı/C K2.k/ �

� "

Z
fjuhj>%g

r�L.x;uh;ruh/ � ruh dx C K%;";

where we have fixed ı > 0 in such a way that K1.k/
�ıCı
��ı

� ". �

The next result is an extension of [113, Lemma 1], since (3.29) relaxes [113, condition
(9)].

Lemma 3.12. Let c 2 R. Then each .CPS/c-sequence for f is bounded in W
1;p

0
.�/.

Proof. First of all, we can find a0 2 L1.�/ such that for a.e. x 2 � and all s 2 R

qG.x; s/ � sg.x; s/C a0.x/:

Now, let .uh/ be a .CPS/c-sequence for f and let for all v 2 C 1
c .�/

hw; vi D

Z
�

r�L.x;u;ru/ � rv dx C

Z
�

DsL.x;u;ru/v dx �

Z
�

g.x;uh/v dx:

According to Lemma 3.11, for each " > 0 we have

� kwhk�1;p0kuhk1;p

�

Z
�

r�L.x;uh;ruh/ � ruh dx C

Z
�

DsL.x;uh;ruh/uh dx �

Z
�

g.x;uh/uh dx

�

Z
�

r�L.x;uh;ruh/ � ruh dx C

Z
�

DsL.x;uh;ruh/uh dx

� q

Z
�

G.x;uh/ dx C

Z
�

a0 dx

� .1 C "/

Z
fjuhj>R0g

r�L.x;uh;ruh/ � ruh dx C

Z
�

DsL.x;uh;ruh/uh dx

� q

Z
�

L.x;uh;ruh/ dx C qf .uh/C

Z
�

a0 dx C KR0;":
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On the other hand, from Lemma 3.11 and (3.29), for each " > 0 we obtainZ
�

DsL.x;uh;ruh/uh dx

D

Z
fjuhj�R0g

DsL.x;uh;ruh/uh dx C

Z
fjuhj>R0g

DsL.x;uh;ruh/uh dx

� "MR0

Z
fKR0;">juhj>R0g

r�L.x;uh;ruh/ � ruh dx

�

Z
fjuhj>R0g

r�L.x;uh;ruh/ � ruh dx C q

Z
�

L.x;uh;ruh/ dx C

Z
�

a".x/ dx

C "

Z
fjuhj>R0g

juhj
p dx � �

Z
fjuhj>R0g

jruhj
p dx C KR0;":

Taking into account Poincaré and Young’s inequalities, by (3.24) we find c > 0 and
CR0;" > 0 withZ

�

DsL.x;uh;ruh/uh dx

� "c

Z
fjuhj>R0g

jruhj
p dx �

Z
fjuhj>R0g

r�L.x;uh;ruh/ � ruh dx

C q

Z
�

L.x;uh;ruh/ dx C

Z
�

a".x/ dx � �

Z
fjuhj>R0g

jruhj
p dx C CR0;":

Therefore, for a sufficiently small " > 0, there exists #" > 0 with

#"

Z
fjuhj>R0g

jruhj
p dx

� kwhk�1;p0kuhk1;p C qf .uh/C

Z
�

a0 dx C

Z
�

a" dx C KR0;" C CR0;":

Moreover, it satisfiesZ
�

jruhj
p dx � .1 C "/

Z
fjuhj>R0g

jruhj
p dx C KR0;":

Since wh ! 0 in W �1;p0

.�/, the assertion follows. �

3.7. Existence of a weak solution.

Lemma 3.13. Under assumptions (3.27) we haveR
�

G.x;uh/ dx

kuhk
p
1;p

! 0 as h ! C1 ;

for each .uh/ that goes to 0 in W
1;p

0
.�/.

Proof. Let .uh/ � W
1;p

0 .�/ with uh ! 0 in W
1;p

0 .�/. We can find .%h/ � R and a
sequence .wh/ � W

1;p
0 .�/ such that uh D %hwh; %h ! 0 and kwhk1;p D 1. Taking into

account (3.27), it follows

lim
h

G.x;uh.x//

kuhk
p
1;p

D 0 for a.e. x 2 �:
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Moreover, for a.e. x 2 �,
G.x;uh.x//

kuhk
p
1;p

� d jwhj
p

C b%
p2=.n�p/

h
jwhj

p�

:

Ifw is the weak limit of .wh/, since d jwhjp ! d jwjp in L1.�/ and b%
p2=.n�p/

h
jwhjp

�

!

0 in L1.�/, (a variant of) Lebesgue’s Theorem concludes the proof. �

We conclude with the proof of the main result of this section.

Proof of Theorem 3.9. From Lemma (3.12) and Theorem (3.10) it follows that f satisfies
the .CPS/c condition for each c 2 R. By (3.22) and (3.28) it easily follows that

8u 2 W
1;p

0 .�/nf0g W lim
t!C1

f .tu/ D �1:

From Lemma (3.13) and (3.22), we deduce that 0 is a strict local minimum for f . From
Theorem (2.26) the assertion follows. �

Remark 3.14. As proved by Arcoya and Boccardo in [6], each weak solution of (3.20)
belongs to W

1;p
0 .�/ \ L1.�/ provided that L and g satisfy suitable conditions. Then,

some nice regularity results hold for various classes of integrands L (see [91]).

3.8. Super-linear problems with unbounded coefficients. The aim of this section is to
prove existence and multiplicity results of unbounded critical points for a class of lower
semi-continuous functionals (cf. [115]). Let us consider a bounded open set � � RN

(N � 3) and define the functional f W H 1
0
.�/ ! R [ fC1g by

f .u/ D

Z
�

j .x;u;ru/ �

Z
�

G.x;u/;

where j .x; s; �/ W � � R � RN ! R is a measurable function with respect to x for all
.s; �/ 2 R � RN ; and of class C 1 with respect to .s; �/ for a.e. x 2 �. We also assume
that for almost every x in � and every s in R

the mapping
˚
� 7! j .x; s; �/

	
is strictly convex : (3.40)

Moreover, we suppose that there exist a constant ˛0 > 0 and a positive increasing function
˛ 2 C.R/ such that the following hypothesis is satisfied for almost every x 2 � and for
every .s; �/ 2 R � RN

˛0j�j2 � j .x; s; �/ � ˛.jsj/j�j2: (3.41)
The functions js.x; s; �/ and j�.x; s; �/ denote the derivatives of j .x; s; �/ with respect
of the variables s and � respectively. Regarding the function js.x; s; �/, we assume that
there exist a positive increasing function ˇ 2 C.R/ and a positive constant R such that the
following conditions are satisfied almost everywhere in � and for every � 2 RN :ˇ̌

js.x; s; �/
ˇ̌

� ˇ.jsj/j�j2; for every s in R; (3.42)

js.x; s; �/s � 0; for every s in R with jsj � R. (3.43)

Note that, from (3.40) and (3.41), it follows that j�.x; s; �/ satisfies the following
growth condition (see Remark 3.24 for more details)ˇ̌

j�.x; s; �/
ˇ̌

� 4˛.jsj/j�j: (3.44)

The function G.x; s/ is the primitive with respect to s such that G.x; 0/ D 0 of a Carathéodory
(i.e. measurable with respect to x and continuous with respect to s) function g.x; s/. We
will study two different kinds of problems, according to different nonlinearities g.x; s/,
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that have a main common feature. Indeed, in both cases we cannot expect to find critical
points in L1.�/. To be more precise, let us consider a first model example of nonlinearity
and suppose that there exists p such that

g1.x; s/ D a.x/arctgs C jsj
p�2s; 2 < p <

2N

N � 2
; (3.45)

where a.x/ 2 L
2N

N C2 .�/ and a.x/ > 0. Notice that from hypotheses (3.41) and (3.45) it
follows that f is lower semi-continuous on H 1

0
.�/. We will also assume that

lim
jsj!1

˛.jsj/

jsjp�2
D 0: (3.46)

Condition (3.46), together with (3.41), allows f to be unbounded from below, so that we
cannot look for a global minimum. Moreover, notice that g.x; s/ is odd with respect to s, so
that it would be natural to expect, if j .x;�s;��/ D j .x; s; �/, the existence of infinitely
many solutions as in the semi-linear case (see [6]). Unfortunately, we cannot apply any
of the classical results of critical point theory, because our functional f is not of class
C 1 on H 1

0
.�/. Indeed, notice that

R
�

j .x; v;rv/ is not differentiable. More precisely,
since j�.x; s; �/ and js.x; s; �/ are not supposed to be bounded with respect to s, the terms
j�.x;u;ru/ � rv and js.x;u;ru/v may not be L1.�/ even if v 2 C 1

0 .�/. Notice that
if js.x; s; �/ and j�.x; s; �/ were supposed to be bounded with respect to s, f would be
Gateaux derivable for every u in H 1

0 .�/ and along any direction v 2 H 1
0 .�/\L1.�/ (see

[6, 33, 36, 113, 133] for the study of this class of functionals). On the contrary, in our case,
for every u 2 H 1

0
.�/, f 0.u/.v/ does not even exist along directions v 2 H 1

0
.�/\L1.�/.

To deal with the Euler equation of f let us define the following subspace of H 1
0
.�/ for

a fixed u in H 1
0 .�/

Wu D
˚
v 2 H 1

0 .�/ W j�.x;u;ru/ � rv 2 L1.�/ and js.x;u;ru/v 2 L1.�/
	
: (3.47)

We will see that Wu is dense in H 1
0 .�/. We give the definition of generalized solution

Definition 3.15. Let ƒ 2 H �1.�/ and assume (3.40), (3.41), (3.42). We say that u is a
generalized solution to

� div.j�.x;u;ru//C js.x;u;ru/ D ƒ; in �;

u D 0; on @�;

if u 2 H 1
0 .�/ and it results

j�.x;u;ru/ � ru 2 L1.�/; js.x;u;ru/u 2 L1.�/;Z
�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v D hƒ; vi; 8 v 2 Wu:

Theorem 3.16. Assume conditions (3.40), (3.41), (3.42), (3.43), (3.45), (3.46). Moreover,
suppose that there exist R0 > 0 and ı > 0 such that

jsj � R0
) pj .x; s; �/ � js.x; s; �/s � j�.x; s; �/ � � � ıj�j2; (3.48)

for a.e. x 2 � and all .s; �/ 2 R � RN . If j .x;�s;��/ D j .x; s; �/, then there exists a
sequence fuhg � H 1

0 .�/ of generalized solutions of

� div.j�.x;u;ru//C js.x;u;ru/ D g1.x;u/; in �;

u D 0; on @�
(3.49)

such that f .uh/ ! C1.
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In the nonsymmetric case we consider a different class of nonlinearities g.x; s/. A
simple model example can be the following

g2.x; s/ D d.x/arctg.s2/C jsj
p�2s; 2 < p <

2N

N � 2
; (3.50)

where d.x/ 2 L
N
2 .�/ and d.x/ > 0. We will prove the following result.

Theorem 3.17. Assume conditions (3.40), (3.41), (3.42), (3.43), (3.46), (3.48), (3.50).
Then there exists a nontrivial generalized solution of the problem

� div.j�.x;u;ru//C js.x;u;ru/ D g2.x;u/; in �;

u D 0; on @�:
(3.51)

Since the functions ˛.jsj/ and ˇ.jsj/ in (3.41) and (3.42) are not supposed to be bounded,
we are dealing with integrands j .x; s; �/ which may be unbounded with respect to s. This
class of functionals has also been treated in [7], [21] and [23]. In these papers the existence
of a nontrivial solution u 2 L1.�/ is proved when g.x; s/ D jsjp�2s. Note that, in this
case it is natural to expect solutions in L1.�/. To prove the existence result, in [21] and
[23], a fundamental step is to prove that every cluster point of a Palais-Smale sequence
belongs to L1.�/. That is, to prove that u is bounded before knowing that it is a solution.
Notice that if u is in L1.�/ and v 2 C 1

0 .�/ then j�.x;u;ru/ �rv and js.x;u;ru/v are
in L1.�/. Therefore, if g.x; s/ D jsjp�2s, it would be possible to define a solution as a
function u 2 L1.�/ that satisfies the equation associated to .P1/ (or .P2/) in the distribu-
tional sense. In our case the function a.x/ in (3.45) belongs to L2N=.N C2/.�/, so that we
can only expect to find solutions in H 1

0
.�/. In the same way, the function d.x/ in (3.50)

is in LN=2.�/ and also in this case the solutions are not expected to be in L1.�/. For
these reasons, we have given a definition of solution weaker than the distributional one and
we have considered the subspace Wu as the space of the admissible test functions. Notice
that if u 2 H 1

0 .�/ is a generalized solution of problem .P1/ (resp. .P2/) and u 2 L1.�/,
then u is a distributional solution of .P1/ (resp. .P2/).

We want to stress that we have considered here particular nonlinearities (i.e. g1 and
g2) just to present - in a simple case - the main difficulties we are going to tackle. Indeed,
Theorems 3.16 and 3.17 will be proved as consequences of two general results (Theorems
3.18 and 3.20). To prove these general results we will use an abstract critical point theory
for lower semi-continuous functionals developed in [50, 58, 60]. So, firstly, we will show
that the functional f can be studied by means of this theory (see Theorem 3.23). Then, we
will give a definition of a Palais-Smale sequence fung suitable to this situation (Definition
3.37), and we will prove that un is compact in H 1

0 .�/ (Theorems 3.34 and 3.43). To do
this we will follow the arguments of [33, 36, 113, 133] where the case in which ˛.s/ and
ˇ.s/ are bounded is studied. In our case we will have to modify the test functions used
in these papers in order to get the compactness result. Indeed, here the main difficulty is
to find suitable approximations of un that belong to Wun

, in order to choose them as test
functions. For this reason a large amount of work (Theorems 3.30, 3.31, 3.32 and 3.33) is
devoted to find possible improvements of the class of allowed test functions.

3.9. General setting and main results. Let us consider � a bounded open set in RN

(N � 3). Let us define the functional J W H 1
0
.�/ ! R [ fC1g by

J.v/ D

Z
�

j .x; v;rv/; (3.52)
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where j .x; s; �/ satisfies hypotheses (3.40), (3.41), (3.42), (3.43). We will prove existence
and multiplicity results of generalized solutions (see Definition 3.15) of the problem

� div.j�.x;u;ru//C js.x;u;ru/ D g.x;u/; in �;

u D 0; on @�:
(3.53)

To do this, we will use variational methods, so that we will study the functional f W

H 1
0 .�/ ! R [ fC1g defined as

f .v/ D J.v/ �

Z
�

G.x; v/;

where G.x; s/ D
R s

0
g.x; t/dt is the primitive of the function g.x; s/ with G.x; 0/ D 0.

To state our multiplicity result let us suppose that g.x; s/ satisfies the following condi-
tions. Assume that for every " > 0 there exists a" 2 L2N=.N C2/.�/ such that

jg.x; s/j � a".x/C "jsj
N C2
N �2 ; (3.54)

for a.e. x 2 � and every s 2 R. Moreover, there exist p > 2 and functions a0.x/; a.x/ 2

L1.�/, b0.x/; b.x/ 2 L
2N

N C2 .�/ and k.x/ 2 L1.�/ with k.x/ > 0 almost everywhere,
such that

pG.x; s/ � g.x; s/s C a0.x/C b0.x/jsj; (3.55)

G.x; s/ � k.x/jsj
p

� a.x/ � b.x/jsj; (3.56)

for a.e. x 2 � and every s 2 R (the constant p is the same as the one in (3.48)).
In this case we will prove the following result.

Theorem 3.18. Assume conditions (3.40), (3.41), (3.42), (3.43), (3.46), (3.48), (3.54),
(3.55), (3.56). Moreover, let

j .x;�s;��/ D j .x; s; �/ and g.x;�s/ D �g.x; s/; (3.57)

for a.e. x 2 � and every .s; �/ 2 R � RN . Then there exists a sequence fuhg � H 1
0 .�/

of generalized solutions of problem (3.53) with f .uh/ ! C1.

Remark 3.19. In the classical results of critical point theory different conditions from
(3.54), (3.55) and (3.56) are usually supposed. Indeed, as a growth condition on g.x; s/, it
is assumed that

jg.x; s/j � a.x/C bjsj
��1; 2 < � <

2N

N � 2
; b 2 RC; a.x/ 2 L

2N
N C2 .�/: (3.58)

Note that (3.58) implies (3.54). Indeed, suppose that g.x; s/ satisfies (3.58), then Young
inequality implies that (3.54) is satisfied with a".x/ D a.x/ C C.b; "/. Moreover, as a
superlinearity condition, it is usually assumed that there exist p > 2 and R > 0 with

0 < pG.x; s/ � g.x; s/s; for every s in R with jsj � R: (3.59)

Note that this condition is stronger than conditions (3.55), (3.56). Indeed, suppose that
g.x; s/ satisfies (3.59) and notice that this implies that there exists a0 2 L1.�/ such that

pG.x; s/ � g.x; s/s C a0.x/; for every s in R.

Then (3.55) is satisfied with b0.x/ � 0. Moreover, from (3.59) we deduce that there exists
a.x/ 2 L1.�/ such that

G.x; s/ �
1

Rp
minfG.x;R/;G.x;�R/; 1gjsj

p
� a.x/;

so that also (3.56) is satisfied.
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To state our existence result in the nonsymmetric case, assume that the function g sat-
isfies the following condition

jg.x; s/j � a1.x/jsj C bjsj
��1; (3.60)

2 < � <
2N

N � 2
; a1.x/ 2 L

N
2 .�/; b 2 RC:

We will prove the following

Theorem 3.20. Assume conditions (3.40), (3.41), (3.42), (3.43), (3.46), (3.48), (3.55),
(3.56), (3.60). Also, let

lim
s!0

g.x; s/

s
D 0; a.e. in �: (3.61)

Then there exists a nontrivial generalized solution of the problem (3.53). In addition, there
exist " > 0 such that for every ƒ 2 H �1.�/ with kƒk�1;2 < " the problem

� div.j�.x;u;ru//C js.x;u;ru/ D g.x;u/Cƒ; in �;

u D 0; on @�;
(3.62)

has at least two generalized solutions u1;u2 with f .u1/ � 0 < f .u2/.

Remark 3.21. Notice that, in order to have g.x; v/v 2 L1.�/ for every v 2 H 1
0
.�/, the

function a1.x/ has to be in L
N
2 .�/. Nevertheless, also in this case we cannot expect to

find bounded solution of problem (3.53). The situation is even worse in problem (3.62),
indeed in this case we can only expect to find solutions that belong to H 1

0
.�/ \ dom.J /.

Remark 3.22. Notice that condition (3.60) implies (3.54). Indeed, suppose that g.x; s/

satisfies (3.60). Then Young inequality implies that, for every " > 0, we have

jg.x; s/j � ˇ."/.a1.x//
N C2

4 C "jsj
N C2
N �2 C  ."; b/;

where ˇ."/ and  ."; b/ are positive constants depending on " and b. Now, since we have
a1.x/ 2 L

N
2 .�/, there holds

a".x/ D

�
ˇ."/.a1.x//

N C2
4 C  ."; b/

�
2 L

2N
N C2 .�/;

which yields (3.54).

3.10. Verification of the key condition. Let us now set X D H 1
0
.�/ and consider the

functional J W H 1
0
.�/ ! R [ fC1g defined in (3.52). From hypothesis (3.41), we

immediately obtain that J is lower semicontinuous. We will now prove that J satisfies
(2.3). To this aim, for every k � 1, we define the truncation Tk W R ! R at height k,
defined as

Tk.s/ D s if jsj � k; Tk.s/ D k
s

jsj
if jsj � k: (3.63)

Theorem 3.23. Assume conditions (3.40), (3.41), (3.43). Then, for every .u; �/ 2 epi J

with J.u/ < �, there holds
jdGJ j.u; �/ D 1:

Moreover, if j .x;�s;��/ D j .x; s; �/, 8 � > J.0/.D 0/ it results jdZ2
GJ j.0; �/ D 1.

Proof. Let .u; �/ 2 epi J with J.u/ < � and let % > 0. Then, there exists ı 2 .0; 1�,
ı D ı.%/, and k � 1, k D k.%/, such that k � R (where R is as in (3.43)) and

kTk.v/ � vk1;2 < %; for every v 2 B.u; ı/: (3.64)
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From (3.41) we have

j .x; v;rTk.v// � ˛.k/jrvj
2:

Then, up to reducing ı, we get the following inequalitiesZ
�

j .x; v;rTk.v// <

Z
�

j .x;u;rTk.u//C % �

Z
�

j .x;u;ru/C %; (3.65)

for each v 2 B.u; ı/. We now prove that, for every t 2 Œ0; ı� and v 2 B.u; ı/, there holds

J..1 � t/v C tTk.v// � .1 � t/J.v/C t.J.u/C %/: (3.66)

From (3.40) and since j .x; s; �/ is of class C 1 with respect to the variable s, there exists
� 2 Œ0; 1� such that

j .x; .1 � t/v C tTk.v/; .1 � t/rv C trTk.v// � j .x; v;rv/

D j .x; .1 � t/v C tTk.v/; .1 � t/rv C trTk.v// � j .x; v; .1 � t/rv C trTk.v//

C j .x; v; .1 � t/rv C trTk.v// � j .x; v;rv/

� tjs.x; v C � t.Tk.v/ � v/; .1 � t/rv C trTk.v//.Tk.v/ � v/

C t .j .x; v;rTk.v// � j .x; v;rv/ / :

Notice that

v.x/ � k ) v.x/C � t.Tk.v.x// � v.x// � k � R;

v.x/ � �k ) v.x/C � t.Tk.v.x// � v.x// � �k � �R:

Then, in light of (3.43) one has

js.x; v C � t.Tk.v/ � v/; .1 � t/rv C trTk.v//.Tk.v/ � v/ � 0:

It follows that

j .x; .1 � t/v C tTk.v/; .1 � t/rv C trTk.v//

� .1 � t/j .x; v;rv/C tj .x; v;rTk.v//:

Therefore, from (3.65) one gets (3.66). To apply Theorem 2.19 we define

H W fv 2 B.u; ı/ W J.v/ < �C ıg � Œ0; ı� ! H 1
0 .�/

by setting

H .v; t/ D .1 � t/v C tTk.v/:

Hence, taking into account (3.64) and (3.66), it results

d.H .v; t/; v/ � %t and J.H .v; t// � .1 � t/J.v/C t.J.u/C %/;

for v 2 B.u; ı/, J.v/ < �C ı and t 2 Œ0; ı�. The first assertion now follows from Theo-
rem 2.19. Finally, since H .�v; t/ D H .v; t/ one also has jdZ2

GJ j.0; �/ D 1, whenever
j .x;�s;��/ D j .x; s; �/. �
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3.11. The variational setting. This section concerns the relationship between jdJ j.u/

and the directional derivatives of the functional J . Moreover, we will obtain some Brezis-
Browder (see [27]) type results.

First of all, we make a few observations.

Remark 3.24. It is readily seen that hypothesis (3.40) and the right inequality of (3.41)
imply that there exists a positive increasing function ˛.jsj/ such thatˇ̌

j�.x; s; �/
ˇ̌

� ˛.jsj/j�j; (3.67)

for a.e. x 2 � and every .s; �/ 2 R � RN . Indeed, from (3.40) one has

8v 2 RN
W jvj � 1 ) j .x; s; � C j�jv/ � j .x; s; �/C j�.x; s; �/ � vj�j:

This, and (3.41) yield
j�.x; s; �/ � vj�j � 4˛.jsj/j�j2:

From the arbitrariness of v, (3.67) follows. On the other hand, if (3.67) holds we have

jj .x; s; �/j �

Z 1

0

jj�.x; s; t�/ � �jdt �
1

2
˛.jsj/j�j2:

As a consequence, it is not restrictive to suppose that the functions in the right hand side
of (3.41) and (3.67) are the same. Notice that, in particular, there holds j�.x; s; 0/ D 0.

Remark 3.25. It is not restrictive to suppose that the functions ˛.s/ and ˇ.s/ are both
increasing. Indeed, if this is not the case, we can consider the functions

Ar .jsj/ D sup
jsj�r

˛.jsj/ and Br .jsj/ D sup
jsj�r

ˇ.jsj/;

which are increasing.

Remark 3.26. The assumption of strict convexity on the function f� ! j .x; s; �/g implies
that, for almost every x in � and for every s in R, we have

Œj�.x; s; �/ � j�.x; s; �
�/� � .� � ��/ > 0; (3.68)

for every �; �� 2 RN , with � ¤ ��. Moreover, hypotheses (3.40) and (3.41) imply that,

j�.x; s; �/ � � � ˛0j�j2: (3.69)

Indeed, we have

0 D j .x; s; 0/ � j .x; s; �/C j�.x; s; �/ � .0 � �/;

so that inequality (3.69) follows by virtue of (3.41).

Now, for every u 2 H 1
0
.�/, we define the subspace

Vu D

n
v 2 H 1

0 .�/ \ L1.�/ W u 2 L1.fx 2 � W v.x/ 6D 0g/
o
: (3.70)

As proved in [61], Vu is a vector space dense in H 1
0
.�/. Since Vu � Wu, also Wu (see

the introduction) is dense in H 1
0
.�/. In the following proposition we study the conditions

under which we can compute the directional derivatives of J .

Proposition 3.27. Assume conditions (3.41), (3.42), (3.44). Then there exists J 0.u/.v/ for
every u 2 dom.J / and v 2 Vu. Furthermore, we have

js.x;u;ru/v 2 L1.�/ and j�.x;u;ru/ � rv 2 L1.�/;

and
J 0.u/.v/ D

Z
�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v:
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Proof. Let u 2 dom.J / and v 2 Vu. For every t 2 R and a.e. x 2 �, we set

F.x; t/ D j .x;u.x/C tv.x/;ru.x/C trv.x//:

Since v 2 Vu and by using (3.41), it follows that F.x; t/ 2 L1.�/. Moreover, it results

@F

@t
.x; t/ D js.x;u C tv;ru C trv/v C j�.x;u C tv;ru C trv/ � rv:

From hypotheses (3.42) and (3.44) we get that for every x 2 � with v.x/ 6D 0, it resultsˇ̌@F
@t
.x; t/

ˇ̌
� kvk1ˇ.kuk1 C kvk1/.jruj C jrvj/2

C ˛.kuk1 C kvk1/.jruj C jrvj/jrvj:

Since the function in the right hand side of the previous inequality belongs to L1.�/, the
assertion follows. �

In the sequel we will often use the cut-off function H 2 C 1.R/ given by

H.s/ D 1 on Œ�1; 1�; H.s/ D 0 outside Œ�2; 2�; jH 0.s/j � 2: (3.71)

Now we can prove a fundamental inequality regarding the weak slope of J .

Proposition 3.28. Assume conditions (3.41), (3.42), (3.44). Then

jd.J � w/j.u/ � sup
n Z

�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v � hw; vi W

v 2 Vu; kvk1;2 � 1
o

for every u 2 dom.J / and every w 2 H �1.�/.

Proof. If jd.J � w/j.u/ D 1, or if

sup
n Z

�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v � hw; vi W v 2 Vu; kvk1;2 � 1
o

D 0;

then the inequality holds. Otherwise, let u 2 dom.J / and let � 2 RC be such that J.u/ <

�. Moreover, let us consider � > 0 and v 2 Vu such that kvk1;2 � 1 andZ
�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v � hw; vi < ��: (3.72)

Let us fix " > 0 and let us prove that there exists k0 � 1 such thatH
� u

k0

�
v


1;2
< 1 C " (3.73)

andZ
�

js.x;u;ru/H
� u

k0

�
v C

Z
�

j�.x;u;ru/ � r

�
H

� u

k0

�
v
�

�

D
w;H

� u

k0

�
v
E
< ��:

(3.74)
Let us set vk D H.u=k/v, where H.s/ is defined as in (3.71). Since v 2 Vu we deduce
that vk 2 Vu for every k � 1 and vk converges to v in H 1

0
.�/. This, together with the fact

that kvk1;2 � 1, implies (3.73). Moreover, Proposition 3.27 implies that we can consider
J 0.u/.vk/. In addition, as k goes to infinity, we have

js.x;u.x/;ru.x//vk.x/ ! js.x;u.x/;ru.x//v.x/; for a.e. x 2 �,

j�.x;u.x/;ru.x// � rvk.x/ ! j�.x;u.x/;ru.x// � rv.x/; for a.e. x 2 �.
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Moreover, we get ˇ̌̌
js.x;u;ru/H.

u

k
/v

ˇ̌̌
� jjs.x;u;ru/vj ;ˇ̌

j�.x;u;ru/ � rvk

ˇ̌
�

ˇ̌
j�.x;u;ru/jjrv

ˇ̌
C 2jvjjj�.x;u;ru/ � ruj:

Since v 2 Vu and by using (3.42) and (3.44), we can apply Lebesgue Dominated Conver-
gence Theorem to obtain

lim
k!1

Z
�

js.x;u;ru/vk D

Z
�

js.x;u;ru/v ;

lim
k!1

Z
�

j�.x;u;ru/ � rvk D

Z
�

j�.x;u;ru/ � rv ;

which, together with (3.72), implies (3.74). Since we want to apply Proposition 2.16, let
us consider J � as defined in (2.2). Let us now show that there exists ı1 > 0 such thatH

�
z

k0

�
v
 � 1 C "; (3.75)

as well asZ
�

j�.x; z;rz/ � r

�
H

� z

k0

�
v
�

C

Z
�

js.x; z;rz/H
� z

k0

�
v �

D
w;H

� z

k0

�
v
E
< ��;

(3.76)
for every z 2 B.u; ı1/ \ J �. Indeed, take un 2 J � such that un ! u in H 1

0 .�/ and set

vn D H

�
un

k0

�
v:

We have that vn ! H.u=k0/v in H 1
0
.�/, so that (3.75) follows from (3.73). More-

over, note that vn 2 Vun
, so that from Proposition 3.27 we deduce that we can consider

J 0.un/.vn/. From (3.42) and (3.44) it follows

jjs.x;un;run/vnj � ˇ.2k0/kvk1jrunj
2;ˇ̌

j�.x;un;run/ � rvn

ˇ̌
� ˛.2k0/jrunj

�
2

k0

kvk1jrunj C jrvj

�
:

Then we obtain

lim
n!1

Z
�

js.x;un;run/vn D

Z
�

js.x;u;ru/H
� u

k0

�
v ;

lim
n!1

Z
�

j�.x;un;run/ � rvn D

Z
�

j�.x;u;ru/ � r

h
H

� u

k0

�
v
i
;

which, combined with (3.74), immediately implies (3.76). Now, observe that (3.76) is
equivalent to say that J 0.z/

�
H

�
z
k

�
v
�

� hw;H
�

z
k

�
vi < �� . Thus, there exists ı < ı1

with

J
�
z C

t

1 C "
H

� z

k0

�
v
�

� J.z/ �

D
w;

t

1 C "
H

� z

k

�
v
E

� �
�

1 C "
t; (3.77)

for every t 2 Œ0; ı� and z 2 B.u; ı/ \ J �. Finally, let us define the continuous function
H W B.u; ı/ \ J � � Œ0; ı� ! H 1

0
.�/ given by

H .z; t/ D z C
t

1 C "
H

� z

k0

�
v:

From (3.75) and (3.77) we deduce that H satisfies all the hypotheses of Proposition 2.16.
Then, jd.J � w/j.u/ > �

1C"
, and the conclusion follows from the arbitrariness of ". �
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The next Lemma will be useful in proving two Brezis-Browder type results for J .

Lemma 3.29. Assume conditions (3.40), (3.41), (3.42), (3.43) and let u 2 dom.J /. ThenZ
�

j�.x;u;ru/ � ru C

Z
�

js.x;u;ru/u � jdJ j.u/kuk1;2: (3.78)

In particular, if jdJ j.u/ < 1, then

j�.x;u;ru/ � ru 2 L1.�/ and js.x;u;ru/u 2 L1.�/:

Proof. First, notice that if u is such that jdJ j.u/ D 1, orZ
�

j�.x;u;ru/ � ru C

Z
�

js.x;u;ru/u � 0;

then the conclusion holds. Otherwise, let k � 1, u 2 dom.J / with jdJ j.u/ < 1, and
� > 0 be such thatZ

�

j�.x;u;ru/ � rTk.u/ C

Z
�

js.x;u;ru/Tk.u/ > �kTk.u/k1;2;

where Tk.s/ is defined in (3.63). We will prove that jdJ j.u/ � � . Fixed " > 0, we first
want to show that there exists ı1 > 0 such that

kTk.w/k1;2 � .1 C "/kTk.u/k1;2; (3.79)Z
�

j�.x; w;rw/ � rTk.w/C

Z
�

js.x; w;rw/Tk.w/ > �kTk.u/k1;2; (3.80)

for every w 2 H 1
0 .�/ with kw�uk1;2 < ı1. Indeed, take wn 2 H 1

0 .�/ such that wn ! u

in H 1
0
.�/. Then, (3.79) follows directly. Moreover, notice that from (3.42) and (3.43)

there holds
js.x; wn.x/;rwn.x//wn.x/ � �Rˇ.R/jrwn.x/j

2:

Since wn ! u in H 1
0
.�/, from (3.69) and by applying Fatou Lemma we get

lim inf
n!1

�Z
�

j�.x; wn;rwn/ � rTk.wn/C

Z
�

js.x; wn;rwn/Tk.wn/

�
�

Z
�

j�.x;u;ru/ � rTk.u/ C

Z
�

js.x;u;ru/Tk.u/ > �kTk.u/k1;2;

which yields (3.80). Consider now the continuous map H W B.u; ı1/ � Œ0; ı1� ! H 1
0 .�/

defined as

H .w; t/ D w �
t

kTk.u/k1;2.1 C "/
Tk.w/:

From (3.79) and (3.80) we deduce that there exists ı < ı1 such that

d.H .w; t/; w/ � t;

J.H .w; t// � J.w/ � �
�

1 C "
;

for every t 2 Œ0; ı� and w 2 H 1
0 .�/ with kw� uk1;2 < ı and J.w/ < J.u/C ı. Then, the

arbitrariness of " yields jdJ j.u/ � � . Therefore, for every k � 1 we getZ
�

js.x;u;ru/Tk.u/C

Z
�

j�.x;u;ru/ � rTk.u/ � jdJ j.u/kTk.u/k1;2:

Taking the limit as k ! 1, the Monotone Convergence Theorem yields (3.78). �
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Notice that a generalized solution u (see Definition 3.15) is not, in general, a distribu-
tional solution. This, because a test function v 2 Wu may not belong to C 1

0 . Thus, it is
natural to study the conditions under which it is possible to enlarge the class of admissible
test functions. This kind of argument was introduced in [27]. More precisely, suppose we
have a function u 2 H 1

0
.�/ such thatZ

�

j�.x;u;ru/ � rz C

Z
�

js.x;u;ru/z D hw; zi; 8z 2 Vu; (3.81)

where Vu is defined in (3.70) and w 2 H �1.�/. A natural question is whether or not we
can take as test function v 2 H 1

0 .�/ \ L1.�/. The next result gives an answer to this
question.

Theorem 3.30. Assume that conditions (3.40), (3.41), (3.42) hold. Let w 2 H �1.�/ and
u 2 H 1

0 .�/ that satisfies (3.81). Moreover, suppose that j�.x;u;ru/ � ru 2 L1.�/ and
there exist v 2 H 1

0 .�/ \ L1.�/ and � 2 L1.�/ such that

js.x;u;ru/v C j�.x;u;ru/ � rv � �: (3.82)

Then j�.x;u;ru/ � rv C js.x;u;ru/v 2 L1.�/ andZ
�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v D hw; vi:

Proof. Since v 2 H 1
0 .�/ \ L1.�/, then H. u

k
/v 2 Vu. From (3.81) we haveZ

�

j�.x;u;ru/ � r

h
H.

u

k
/v

i
C

Z
�

js.x;u;ru/H.
u

k
/v D

D
w;H.

u

k
/v

E
; (3.83)

for every k � 1. Note thatZ
�

ˇ̌̌
j�.x;u;ru/ � ruH 0.

u

k
/
v

k

ˇ̌̌
�

2

k
kvk1

Z
�

j�.x;u;ru/ � ru:

Since j�.x;u;ru/ � ru 2 L1.�/, the Lebesgue Dominated Convergence Theorem yields

lim
k!1

Z
�

j�.x;u;ru/ � ruH 0.
u

k
/
v

k
D 0;

lim
k!1

D
w;H.

u

k
/v

E
D hw; vi:

As far as the remaining terms in (3.83) concerns, note that from (3.82) it follows

Œjs.x;u;ru/v C j�.x;u;ru/ � rv�H.
u

k
/ � H.

u

k
/� � ���

2 L1.�/:

Thus, we can apply Fatou Lemma and obtainZ
�

js.x;u;ru/v C j�.x;u;ru/ � rv � hw; vi :

The previous inequality and (3.82) imply that

js.x;u;ru/v C j�.x;u;ru/ � rv 2 L1.�/: (3.84)

Now, notice thatˇ̌̌�
js.x;u;ru/v C j�.x;u;ru/ � rv

�
H.

u

k
/
ˇ̌̌

�
ˇ̌
js.x;u;ru/v C j�.x;u;ru/ � rv

ˇ̌
:

From (3.84) we deduce that we can use Lebesgue Dominated Convergence Theorem to
pass to the limit in (3.83) and obtain the conclusion. �
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In the next result we find the conditions under which we can use v 2 H 1
0
.�/ in (3.81).

Moreover, we prove, under suitable hypotheses, that if u satisfies (3.81) then u is a gener-
alized solution (see Definition 3.15) of the corresponding problem.

Theorem 3.31. Assume that conditions (3.40), (3.41), (3.42), (3.43) hold. Let w 2

H �1.�/, and let u 2 H 1
0 .�/ be such that (3.81) is satisfied. Moreover, suppose that

j�.x;u;ru/ � ru 2 L1.�/, and that there exist v 2 H 1
0 .�/ and � 2 L1.�/ such that

js.x;u;ru/v � � and j�.x;u;ru/ � rv � �: (3.85)

Then js.x;u;ru/v 2 L1.�/, j�.x;u;ru/ � rv 2 L1.�/ andZ
�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v D hw; vi: (3.86)

In particular, it results js.x;u;ru/u; js.x;u;ru/ 2 L1.�/ andZ
�

j�.x;u;ru/ � ru C

Z
�

js.x;u;ru/u D hw;ui:

Moreover, u is a generalized solution of the problem
� div.j�.x;u;ru//C js.x;u;ru/ D w; in �;

u D 0; on @�:
(3.87)

Proof. Let k � 1 be fixed. For every v 2 H 1
0
.�/ we have that Tk.v/ 2 H 1

0
.�/\ L1.�/

and �v� � Tk.v/ � vC. Then, from (3.85), we get

js.x;u;ru/Tk.v/ � ���
2 L1.�/: (3.88)

Moreover,

j�.x;u;ru/ � rTk.v/ � �Œj�.x;u;ru/ � rTk.v/�
�

� ���
2 L1.�/: (3.89)

Then, we can apply Theorem 3.30 and obtainZ
�

js.x;u;ru/Tk.v/C

Z
�

j�.x;u;ru/ � rTk.v/ D hw;Tk.v/i (3.90)

for every k � 1. By using again (3.88) and (3.89) and by arguing as in Theorem 3.30 we
obtain

js.x;u;ru/v 2 L1.�/ and j�.x;u;ru/ � rv 2 L1.�/:

Thus, we can use Lebesgue Dominated Convergence Theorem to pass to the limit in (3.90)
and get (3.86). In particular, by (3.42), (3.43) and (3.69) we can choose v D u. Finally,
since

js.x;u;ru/ D js.x;u;ru/�fjuj<1g C js.x;u;ru/�fjuj�1g

and ˇ̌
js.x;u;ru/�fjuj�1g

ˇ̌
� jjs.x;u;ru/uj;

by (3.42) it results also js.x;u;ru/ 2 L1.�/. Finally, notice that if v 2 Wu we can take
� D j�.x;u;ru/ � rv and � D js.x;u;ru/v, so that (3.86) is satisfied. Thus, u is a
generalized solution to Problem (3.87). �

We point out that the previous result readily implies that, if u 2 H 1
0 .�/ satisfies (3.81)

and j�.x;u;ru/�ru 2 L1.�/, it results that js.x;u;ru/ 2 L1.�/, then js.x;u;ru/v 2

L1.�/ for every v 2 C 1
0 .�/. Instead, the term which has not a distributional interpreta-

tion in (3.81) is j�.x;u;ru/. In the next result we show that if we multiply j�.x;u;ru/

by a suitable sequence of C 1
c functions, we obtain, passing to the limit, a distributional

interpretation of (3.81).
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Theorem 3.32. Assume conditions (3.40), (3.41), (3.42), (3.43). Let w 2 H �1.�/ and
u 2 H 1

0 .�/ be such that (3.81) is satisfied. Let .#h/ be a sequence in C 1
c .R/ with

sup
h�1

k#hk1 < 1; sup
h�1

k# 0
hk1 < 1;

lim
h!1

#h.s/ D 1; lim
h!1

# 0
h.s/ D 0:

If j�.x;u;ru/ � ru 2 L1.�/, the sequence

div
�
#h.u/j�.x;u;ru/

�
is strongly convergent in W �1;q.�/ for every 1 < q < N

N �1
, and

lim
h!1

˚
� div

�
#h.u/j�.x;u;ru/

�	
C js.x;u;ru/ D w i n W �1;q.�/:

Proof. Let w D � div F with F 2 L2.�;RN / and v 2 C 1
c .�/. Then #h.u/v 2 Vu and

we can take v as test function in (3.81). It resultsZ
�

j�.x;u;ru/#h.u/ � rv D �

Z
�

j�.x;u;ru/# 0
h.u/ � ru v �

Z
�

js.x;u;ru/#h.u/v

C

Z
�

F# 0
h.u/ru v C

Z
�

F#h.u/rv:

Then u is a solution of the following equation

� div
h
#h.u/j�.x;u;ru/

i
D �h in D 0.�/;

where

�h D �

h
# 0

h.u/.j�.x;u;ru/ � F / � ru C #h.u/js.x;u;ru/
i

� div.#h.u/F /:

Now, notice that
#h.u/F ! F; strongly in L2.�/:

Then, div.#h.u/F / is a convergent sequence in H �1.�/. Since the embedding of H �1.�/

in W �1;q.�/ is continuous, we get the desired convergence. Moreover, Theorem 3.31
implies that js.x;u;ru/ 2 L1.�/. Then, the remaining terms in �h converge strongly
in L1.�/. Thus, we get the conclusion by observing that the embedding of L1.�/ in
W �1;q.�/ is continuous. �

Consider the case j .x; s; �/ D a.x; s/j�j2 with a.x; s/ measurable with respect to x,
continuous with respect to s and such that hypotheses (3.40), (3.41), (3.42), (3.43), (3.46)
are satisfied. The next result proves that, in particular, if there exists u 2 H 1

0
.�/ that satis-

fies (3.81) and if a.x;u/jruj2 2 L1.�/, then u satisfies (3.81) in the sense of distribution.

Theorem 3.33. Assume conditions (3.40), (3.41), (3.42), (3.43), (3.46). Let w 2 H �1.�/

and u 2 H 1
0 .�/ that satisfies (3.81). Moreover, suppose that j�.x;u;ru/ � ru 2 L1.�/

and that
j .x; s; �/ D bj .x; s; j�j/: (3.91)

Then j�.x;u;ru/ 2 L1.�/ and u is a distributional solution to

� div.j�.x;u;ru//C js.x;u;ru/ D w; in �;

u D 0; on @�:
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Proof. It is readily seen that, in view of (3.40) and (3.91), it results

j�jjj�.x; s; �/j �
p

2j�.x; s; �/ � �:

for a.e. x 2 �, every s 2 R and � 2 RN . Then

j�.x;u;ru/�fjruj>1g 2 L1.�/:

Moreover, we take into account (3.46), and we observe that (3.44) implies that there exists
a positive constant C such that

j�j � 1 ) jj�.x; s; �/j � 4˛.jsj/ � C.jsj
p�2

C 1/;

which, by the Sobolev embedding, implies also that j�.x;u;ru/�fjruj�1g 2 L1.�/. Then
j�.x;u;ru/ 2 L1.�/. Moreover, from (3.42) and (3.43) we have

js.x;u;ru/u � js.x;u;ru/u�fxW ju.x/j<Rg 2 L1.�/:

Then Theorem 3.31 implies that js.x;u;ru/u 2 L1.�/. Finally, again Theorem 3.31
yields the conclusion. �

3.12. A compactness result for J . In this section we will prove the following compact-
ness result for J . We will follow an argument similar to the one used in [36] and in [133].

Theorem 3.34. Assume conditions (3.40), (3.41), (3.42), (3.43). Let fung � H 1
0
.�/ be a

bounded sequence with j�.x;un;run/ � run 2 L1.�/ and let fwng � H �1.�/ be such
that

8v 2 Vun
W

Z
�

js.x;un;run/v C j�.x;un;run/ � rv D hwn; vi: (3.92)

If wn is strongly convergent in H �1.�/, then, up to a subsequence, un is strongly conver-
gent in H 1

0 .�/.

Proof. Let w be the limit of fwng and let L > 0 be such that

kunk1;2 � L; for every n � 1. (3.93)

From (3.93) we deduce that there exists u 2 H 1
0 .�/ such that, up to a subsequence,

un * u; weakly in H 1
0 .�/: (3.94)

Step 1. Let us first prove that u is such thatZ
�

j�.x;u;ru/ � r C

Z
�

js.x;u;ru/ D hw; i; 8 2 Vu: (3.95)

First of all, from Rellich Compact Embedding Theorem, up to a subsequence,

un ! u; in Lq.�/, 8 q 2 Œ1; 2N=.N � 2//;

un.x/ ! u.x/; for a.e. x 2 �:
(3.96)

We now want to prove that, up to a subsequence,

run.x/ ! ru.x/; for a.e. x 2 �: (3.97)

Let h � 1. For every v 2 C 1
c .�/ we have that H

�
un

h

�
v 2 Vun

(where H is again the
function defined in (3.71)), thenZ

�

H
�un

h

�
j�.x;un;run/ � rv

D �

Z
�

�
H

�un

h

�
js.x;un;run/C H 0

�un

h

�
j�.x;un;run/ �

run

h

�
v
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C

D
wn;H

�un

h

�
v
E
:

Let wn D � div.Fn/, with .Fn/ strongly convergent in L2.�;RN /. Then it follows thatZ
�

H
�un

h

�
j�.x;un;run/ � rv

D

Z
�

�
H 0

�un

h

� �
Fn � j�.x;un;run/

�
�

run

h
� H

�un

h

�
js.x;un;run/

�
v

C

Z
�

H
�un

h

�
Fn � rv:

For the square bracket is bounded in L1.�/ and .H
�

un

h

�
Fn/ is strongly convergent in

L2.�;RN / we can apply [54, Theorem 5] with

bn.x; �/ D H

�
un.x/

h

�
j�.x;un.x/; �/ and E D Eh D fx 2 � W ju.x/j � hg

and deduce (3.97) by the arbitrariness of h � 1. Notice that, by virtue of Theorem 3.31,
for every n we haveZ

�

j�.x;un;run/ � run C

Z
�

js.x;un;run/un D hwn;uni:

Then, in view of (3.43), one has

sup
n�1

Z
�

j�.x;un;run/ � run < 1: (3.98)

Let now k � 1, ' 2 C 1
c .�/, ' � 0 and consider

v D 'e�Mk .unCR/CH
�un

k

�
; where Mk D

ˇ.2k/

˛0

: (3.99)

Note that v 2 Vun
and

rv D r'e�Mk .unCR/CH
�un

k

�
� Mk'e�Mk .unCR/C

r.un C R/CH
�un

k

�
C 'e�Mk .unCR/CH 0

�un

k

�
run

k
:

Taking v as test function in (3.92), we obtainZ
�

j�.x;un;run/ � e�Mk .unCR/CH
�un

k

�
r'

C

Z
�

h
js.x;un;run/ � Mkj�.x;un;run/ � r.un C R/C

i
'e�Mk .unCR/CH

�un

k

�
D

Z
�

j�.x;un;run/ � 'e�Mk .unCR/CH 0
�un

k

�
run

k

C

D
wn; 'e�Mk .unCR/CH

�un

k

�E
:

(3.100)
Observe thath

js.x;un;run/ � Mkj�.x;un;run/ � r.un C R/C
i
'e�Mk .unCR/CH

�un

k

�
� 0:
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Indeed, the assertion follows from (3.43), for almost every x such that un.x/ � �R while,
for almost every x in fx W �R � un.x/ � 2kg from (3.44), (3.69) and (3.99) we geth

js.x;un;run/ � Mkj�.x;un;run/ � r.un C R/C
i

� .ˇ.2k/ � ˛0Mk/jrunj
2

� 0:

Moreover, from (3.44), (3.93), (3.96) and (3.97) we haveZ
�

j�.x;un;run/ � e�Mk .unCR/CH
�un

k

�
r'

!

Z
�

j�.x;u;ru/ � e�Mk .uCR/CH.
u

k
/r';

and D
wn; 'e�Mk .unCR/CH

�un

k

�E
!

D
w; 'e�Mk .uCR/CH

� u

k

�E
;

as n ! 1. We take into account (3.98) and deduce that there exists a positive constant C

such that ˇ̌ Z
�

j�.x;un;run/ � 'e�Mk .unCR/CH 0
�un

k

�
run

k

ˇ̌
�

C

k
:

We take the limit superior in (3.100) and we apply Fatou Lemma to obtainZ
�

j�.x;u;ru/ � e�Mk .uCR/CH.
u

k
/r' C

Z
�

js.x;u;ru/'e�Mk .uCR/CH.
u

k
/

� Mk

Z
�

j�.x;u;ru/ � ruC'e�Mk .uCR/CH.
u

k
/

� �
C

k
C

D
w; 'e�Mk .uCR/CH.

u

k
/
E

(3.101)
for every ' 2 C 1

c .�/ with ' � 0. Then, the previous inequality holds for every ' 2

H 1
0

\ L1.�/ with ' � 0. We now choose in (3.101) the admissible test function

' D eMk .uCR/C ;  2 Vu;  � 0:

It resultsZ
�

j�.x;u;ru/ �H.
u

k
/r C

Z
�

js.x;u;ru/H.
u

k
/ � �

C

k
C

D
w;H.

u

k
/ 

E
: (3.102)

Notice that ˇ̌̌
j�.x;u;ru/ � H.

u

k
/r 

ˇ̌̌
�

ˇ̌
j�.x;u;ru/

ˇ̌
jr j;ˇ̌̌

js.x;u;ru/H.
u

k
/ 

ˇ̌̌
� jjs.x;u;ru/ j :

Since  2 Vu and from (3.42) and (3.44) we deduce that we can pass to the limit in (3.102)
as k ! 1, and we obtainZ

�

j�.x;u;ru/ � r C

Z
�

js.x;u;ru/ � hw; i; 8 2 Vu;  � 0:

To show the opposite inequality, we can take v D 'e�Mk .un�R/�H
�

un

k

�
as test function

in (3.92) and we can repeat the same argument as before. Thus, (3.95) follows.
Step 2. In this step we will prove that un ! u strongly in H 1

0
.�/. From (3.69), (3.98) and

Fatou Lemma, we have

0 �

Z
�

j�.x;u;ru/ � ru � lim inf
n

Z
�

j�.x;un;run/ � run < 1
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so that j�.x;u;ru/ � ru 2 L1.�/. Therefore, by Theorem 3.31 we deduceZ
�

j�.x;u;ru/ � ru C

Z
�

js.x;u;ru/u D hw;ui: (3.103)

To prove that un converges to u strongly in H 1
0 .�/ we follow the argument of [133, The-

orem 3.2] and we consider the function � W R ! R defined by

�.s/ D

8̂̂̂<̂
ˆ̂:

M s; if 0 < s < R;M D
ˇ.R/
˛0
;

MR; if s � R;

�M s; if �R < s < 0;

MR; if s � �R:

(3.104)

We have that vn D une�.un/ belongs to H 1
0
.�/, and conditions (3.42), (3.43) and (3.44)

imply that hypotheses of Theorem 3.31 are satisfied. Then, we can use vn as test function
in (3.92). It resultsZ

�

j�.x;un;run/ � rune�.un/

D hwn; vni �

Z
�

�
js.x;un;run/C j�.x;un;run/ � run�

0.un/
�
vn

Note that vn converges to ue�.u/ weakly in H 1
0 .�/ and almost everywhere in�. Moreover,

conditions (3.42), (3.43) and (3.104) allow us to apply Fatou Lemma and get that

lim sup
h

Z
�

j�.x;un;run/ � rune�.un/

� hw;ue�.u/i �

Z
�

�
js.x;u;ru/C j�.x;u;ru/ � ru�0.u/

�
ue�.u/:

(3.105)

On the other hand (3.103) and (3.104) imply that

j�.x;u;ru/ � r
�
ue�.u/

�
C js.x;u;ru/ue�.u/ 2 L1.�/;

j�.x;u;ru/ � r
�
ue�.u/

�
2 L1.�/:

(3.106)

Therefore, from Theorem 3.31,Z
�

j�.x;u;ru/ � r

h
ue�.u/

i
C

Z
�

js.x;u;ru/ue�.u/ D hw;ue�.u/i: (3.107)

Thus, (3.105) and (3.107) implyZ
�

j�.x;u;ru/ � ru e�.u/ � lim inf
n!1

Z
�

j�.x;un;run/ � rune�.un/

� lim sup
n!1

Z
�

j�.x;un;run/ � rune�.un/

�

Z
�

j�.x;u;ru/ � rue�.u/:

Then (3.69) implies that un ! u strongly in H 1
0 .�/. �
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3.13. Proofs of the main Theorems. In this section we give the definition of a Concrete
Palais-Smale sequence, we study the relation between a Palais-Smale sequence and a Con-
crete Palais-Smale sequence, and we prove that f satisfies the .PS/c for every c 2 R.
Finally, we conclude by giving the proofs of Theorems 3.18 and 3.20.

Let us consider the functional I W H 1
0
.�/ ! R defined by

I.v/ D �

Z
�

G.x; v/ � hƒ; vi;

whereƒ 2 H �1.�/, G.x; s/ D
R s

0
g.x; t/ dt and g W ��R ! R is a Carathéodory func-

tion satisfying assumption (3.54). Then (3.41) implies that the functional f W H 1
0 .�/ !

R[fC1g defined by f .v/ D J.v/CI.v/ is lower semi-continuous. To apply the abstract
theory, it is crucial to have the following result.

Theorem 3.35. Assume conditions (3.40), (3.41), (3.43), (3.54). Then, for every .u; �/ 2

epif with f .u/ < �, it results
jdGf j.u; �/ D 1:

Moreover, if j .x;�s;��/ D j .x; s; �/, g.x;�s/ D �g.x; s/ and ƒ D 0, for every
� > f .0/ one has jdZ2

Gf j.0; �/ D 1.

Proof. Since G is of class C 1, Theorem 3.23 and Proposition 2.18 imply the result. �

Furthermore, since G a C 1 functional, as a consequence of Proposition 3.28 one has the
following

Proposition 3.36. Assume conditions (3.41), (3.42), (3.44), (3.54) and consider u 2

dom.f / with jdf j.u/ < 1. Then there exists w 2 H �1.�/ such that kwk�1;2 � jdf j.u/

and

8v 2 Vu W

Z
�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v �

Z
�

g.x;u/v � hƒ; vi D hw; vi:

Proof. Given u 2 dom.f / with jdf j.u/ < 1, let

bJ .v/ D J.v/ �

Z
�

g.x;u/v � hƒ; vi;

bI.v/ D I.v/C

Z
�

g.x;u/v C hƒ; vi:

Then, since bI is of class C 1 with bI 0
.u/ D 0, by .c/ of Proposition 2.18 we get jdf j.u/ D

jd bJ j.u/. By Proposition 3.28, there exists w 2 H �1.�/ with kwk�1;2 � jdf j.u/ and

8v 2 Vu W

Z
�

j�.x;u;ru/ � rv C

Z
�

js.x;u;ru/v �

Z
�

g.x;u/v � hƒ; vi D hw; vi;

and the assertion is proved. �

We can now give the definition of the Concrete Palais-Smale condition.

Definition 3.37. Let c 2 R. We say that fung is a Concrete Palais-Smale sequence for f
at level c (.CPS/c-sequence for short) if there exists wn 2 H �1.�/ with wn ! 0 such
that j�.x;un;run/ � run 2 L1.�/ for every n � 1, and

f .un/ ! c; (3.108)Z
�

j�.x;un;run/ � rv C

Z
�

js.x;un;run/v �

Z
�

g.x;un/v � hƒ; vi (3.109)
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D hwn; vi; 8 v 2 Vun
:

We say that f satisfies the Concrete Palais-Smale condition at level c (.CPS/c for short)
if every .CPS/c-sequence for f admits a strongly convergent subsequence in H 1

0
.�/.

Proposition 3.38. Assume conditions (3.41), (3.42), (3.43), (3.44), (3.54). If u 2 dom.f /
satisfies jdf j.u/ D 0, then u is a generalized solution to

� div.j�.x;u;ru//C js.x;u;ru/ D g.x;u/Cƒ; in �;

u D 0; on @�:

Proof. It is sufficient to combine Lemma 3.29, Proposition 3.36, and Theorem 3.31. �

The following result concerns the relation between the .PS/c condition and the .CPS/c
condition.

Proposition 3.39. Assume conditions (3.41), (3.42), (3.43), (3.44), (3.54). Then if f sat-
isfies the (CPS)c condition, it satisfies the (PS)c condition.

Proof. Let fung � dom.f / that satisfies the Definition 2.15. From Lemma 3.29 and
Proposition 3.36 we get that un satisfies the conditions in Definition 3.37. Thus, there
exists a subsequence, which converges in H 1

0
.�/. �

We now want to prove that f satisfies the .CPS/c condition at every level c. To do this,
let us consider a .CPS/c-sequence fung 2 dom.f /.

From Theorem 3.34 we deduce the following result.

Proposition 3.40. Assume that conditions (3.40), (3.41), (3.42), (3.43), (3.54) are satisfied.
Let fung be a .CPS/c-sequence for f , bounded in H 1

0
.�/. Then fung admits a strongly

convergent subsequence in H 1
0
.�/.

Proof. Let fung � dom.f / be a concrete Palais-Smale sequence for f at level c. Taking
into account that, as known, by (3.54) the map fu 7! g.x;u/g is compact from H 1

0
.�/

to H �1.�/, it suffices to apply Theorem 3.92 to see that fung is strongly compact in
H 1

0
.�/. �

Proposition 3.41. Assume conditions (3.40), (3.41), (3.42), (3.43), (3.48), (3.54), (3.55).
Then every .CPS/c-sequence fung for f is bounded in H 1

0 .�/.

Proof. Condition (3.43) and (3.69) allow us to apply Theorem 3.31 to deduce that we may
choose v D un as test functions in (3.109). Taking into account conditions (3.48), (3.54),
(3.59), (3.108), the boundedness of fung in H 1

0
.�/ follows by arguing as in [133, Lemma

4.3]. �

Remark 3.42. Note that we use condition (3.48) only in Proposition 3.41.

We can now state the following result.

Theorem 3.43. Assume conditions (3.40), (3.41), (3.42), (3.43), (3.48), (3.54), (3.55).
Then the functional f satisfies the .PS/c condition at every level c 2 R.

Proof. Let fung � dom.f / be a concrete Palais-Smale sequence for f at level c. From
Proposition 3.41 it follows that fung is bounded in H 1

0 .�/. By Proposition 3.40 f satisfies
the Concrete Palais-Smale condition. Finally Proposition 3.39 implies that f satisfies the
.PS/c condition. �
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Proof of Theorem 3.18. This theorem will as a consequence of Theorem 2.21. First, note
that (3.41) and (3.54) imply that f is lower semi-continuous. Moreover, from (3.57) we
deduce that f is an even functional, and from Theorem 3.23 we deduce that (2.3) and
condition (d) of Theorem 2.21 are satisfied. Hypotheses (3.56) implies that condition (b) of
Theorem 2.21 is verified (see the subsequent proof of Theorem 3.20). Let now .�h; 'h/ be
the sequence of solutions of ��u D �u with homogeneous Dirichlet boundary conditions.
Moreover, let us consider V C D spanf'h 2 H 1

0
.�/ W h � h0g and note that V C has finite

codimension. To prove (a) of Theorem 2.21 it is enough to show that there exist h0;  > 0

such that for all u 2 V C with kruk2 D 1 there holds f .u/ �  . First, note that condition
(3.54) implies that, for every " > 0, we find a

.1/
" 2 C 1

c .�/ and a
.2/
" 2 L2N=.N C2/.�/

with ka
.2/
" k2N=.N C2/ � " and

jg.x; s/j � a.1/" .x/C a.2/" .x/C "jsj
N C2
N �2 :

Now, let u 2 V C and notice that there exist two positive constants c1; c2 such that

f .u/ � ˛0kruk
2
2 �

Z
�

G.x;u/

� ˛0kruk
2
2 �

Z
�

��
a.1/" C a.2/"

�
juj C

N � 2

2N
"juj

2N
N �2

�
� ˛0kruk

2
2 � ka.1/" k2kuk2 � c1ka.2/" k 2N

N C2
kruk2 � "c2kruk

2N
N �2

2

� ˛0kruk
2
2 � ka.1/" k2kuk2 � c1"kruk2 � "c2kruk

2N
N �2

2
:

Then if h0 is sufficiently large, since �h ! C1, for all u 2 V C, kruk2 D 1 implies
ka
.1/
" k2kuk2 � ˛0=2. Thus, for " > 0 small enough, kruk2 D 1 implies f .u/ �  for

some  > 0. Then also (a) of Theorem 2.21 is satisfied. Theorem 3.43 implies that f
satisfies .PS/c condition at every level c, so that we get the existence of a sequence of
critical points fuhg � H 1

0 .�/ with f .uh/ ! C1. Proposition 3.38 yields the assertion.
�

Let us conclude this section with the following proof.

Proof of Theorem 3.20. We will prove this theorem as a consequence of Theorem 2.20. To
do this, let us notice that, from (3.41) and (3.60), f is lower semi-continuous on H 1

0 .�/.
Moreover, Theorem 3.23 implies that condition (2.3) is satisfied. From Theorem 3.43 we
deduce that f satisfies .PS/c condition at every level c. It is left to show that f satisfies
the geometrical assumptions of Theorem 2.20.

Let us first consider the case in which ƒ D 0. Notice that conditions (3.41), (3.60)
and (3.61) imply that there exist  > 0 and r > 0 such that for kuk1;2 D r there holds
f .u/ �  . Conditions (3.41) and (3.56) imply that there holds

f .v/ �

Z
�

˛.jvj/jrvj
2

�

Z
�

k.x/jvj
p

C kNak1 C C0k Nbk 2N
N C2

kvk1;2: (3.110)

Now, let us consider a finite dimensional subspace W of H 1
0 .�/ such that W � L1.�/.

Condition (3.46) implies that, for every " > 0, there exists R > r , w 2 W , with kwk1 >

R and a positive constant C" such thatZ
�

˛.jwj/jrwj
2

� "CW kwk
p
1;2

C C"kwk
2
1;2; (3.111)
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where CW is a positive constant depending on W . Then, by suitably choosing ", (3.110)
and (3.111) yield condition (2.4) for a suitable v1 2 H 1

0 .�/ and for v0 D 0. Thus, we can
apply Theorem 2.20 and deduce the existence of a nontrivial critical point u of f . From
Proposition 3.38, u is a generalized solution of Problem (3.53).

Now, let us consider the case in which ƒ 6D 0. Let '1 be the first eigenfunction of the
Laplace operator with homogeneous Dirichlet boundary conditions and set v0 D t0'1 for
t0 > 0. Then, if t0 sufficiently small, thanks to (3.41) and (3.60), we get f .v0/ < 0. As
before, (3.41), (3.60) and (3.61) imply that there exist " > 0, r D r."/ > 0 and  > 0

such that, for every ƒ 2 H �1.�/ with kƒk�1 < ", there holds

f .u/ � ; for every u with ku � v0k1;2 D r :

Moreover, we use condition (3.41), (3.46) and (3.56) and we argue as before to deduce the
existence of v1 2 H 1

0
.�/ with kv1 � v0k > r and f .v1/ < 0. Condition (2.4) is thus

fulfilled. Then, we can apply Theorem 2.20 getting the existence of two distinct nontrivial
critical points of f . Finally, Proposition 3.38 yields the conclusion. �

Remark 3.44. Notice that Theorems 3.16 and 3.17 are an easy consequence of Theorems
3.18 and 3.20 respectively. Indeed, consider for example g1.x; s/ D a.x/arctgs Cjsjp�2s.
To prove Theorem 3.16, it is left to show that g1.x; s/ satisfies conditions (3.54), (3.55)
and (3.56). First, notice that Young inequality implies that, for every " > 0, there exists a
positive constant ˇ."/ such that (3.54) holds with a".x/ D ˇ."/C a.x/. Moreover, (3.55)
is satisfied with a0.x/ D 0 and b0.x/ D �=2.p � 1/. Finally, (3.56) is verified with
k.x/ D 1=p, a.x/ D 0 and b.x/ D .�=2 C C / a.x/ where C 2 RC is sufficiently large.
Theorem 3.17 can be obtained as a consequence of Theorem 3.20 in a similar fashion.

3.14. Summability results. In this section we suppose that g.x; s/ satisfies the following
growth condition

jg.x; s/j � a.x/C bjsj
N C2
N �2 ; a.x/ 2 Lr .�/; b 2 RC: (3.112)

Note that (3.54) implies (3.112). Let us set 2� D 2N=.N � 2/. We prove the following

Theorem 3.45. Assume conditions (3.40), (3.41), (3.42), (3.43), (3.112). Let u 2 H 1
0
.�/

be a generalized solution of problem .P /. Then the following conclusions hold:

(a) If r 2 .2N=.N C 2/;N=2/, then u belongs to Lr��

.�/, where r�� D N r=.N �

2r/;
(b) if r > N=2, then u belongs to L1.�/.

The above theorem will be proved as a consequence of the following result.

Lemma 3.46. Let us assume that conditions (3.40), (3.41), (3.42), (3.43) are satisfied. Let
u 2 H 1

0 .�/ be a generalized solution of the problem

� div.j�.x;u;ru//C js.x;u;ru/C c.x/u D f .x/; in �;

u D 0; on @�:
(3.113)

Then the following conclusions hold:

(i) If c 2 L
N
2 .�/ and f 2 Lr .�/, with r 2 .2N=.N C 2/;N=2/, then u belongs to

Lr��

.�/, where r�� D N r=.N � 2r/;
(ii) if c 2 Lt .�/ with t > N=2 and f 2 Lq.�/, with q > N=2, then u belongs to

L1.�/.
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Proof. Let us first prove conclusion (i). For every k > R (where R is defined in (3.43)),
let us define the function �k.s/ W R ! R such that �k 2 C 1, �k is odd and

�k.s/ D

8̂<̂
:

0; if 0 < s < R;

.s � R/2C1; if R < s < k;

bks C ck ; if s > k;

(3.114)

where bk and ck are constant such that �k is C 1. Since u is a generalized solution of
(3.113), v D �k.u/ belongs to Wu. Then we can take it as test function, moreover,
js.x;u;ru/�k.u/ � 0. Then from (3.43) and (3.69) we get

˛0

Z
�

�0
k.u/jruj

2
�

Z
�

f .x/�k.u/ �

Z
�

c.x/u�k.u/: (3.115)

Now, let us consider the odd function  k.s/ W R ! R defined by

 k.s/ D

Z s

0

q
�0

k
.t/ dt: (3.116)

The following properties of the functions  k and �k can be deduced from (3.114) and
(3.116) by easy calculations �

 0
k.s/

�2
D �0

k.s/; (3.117)

0 � �k.s/.s � R/ � C0 k.s/
2; (3.118)

j�k.s/j � C0j k.s/j
2 C1
C1 ; (3.119)

where C0 is a positive constant. Notice that for every " > 0 there exist c1.x/ 2 L
N
2 .�/,

with kc1k N
2

� " and c2 2 L1.�/ such that c.x/ D c1.x/Cc2.x/. From (3.115), (3.117),
(3.118) and Hölder inequality, we deduce

˛0

Z
�

jr. k.u//j
2

� C0kc1.x/k N
2

h Z
�

j k.u/j
2�

i2=2�

C

Z
�

jf .x/ � Rc1.x/ � c2.x/ujj�k.u/j:

We fix " D .˛0S/=.2C0/, where S is the Sobolev constant. We obtainh Z
�

j k.u/j
2�

i2=2�

� C

Z
�

jf .x/ � Rc1.x/ � c2.x/ujj�k.u/j: (3.120)

Now, let us define the function

h.x/ D jf .x/ � Rc1.x/ � c2.x/u.x/j; (3.121)

and note that h.x/ belongs to Lt .�/ with

t D minfr; 2�
g: (3.122)

Let us consider first the case in which t D r , then from (3.119) and (3.120), we geth Z
�

j k.u/j
2�

i2=2�

� C khkr

h Z
�

j k.u/j
r 0 2C1

C1

i1=r 0

:

Since 2N=.N C 2/ < r < N=2 we can define  2 RC by

 D
r.N C 2/ � 2N

2.N � 2r/
) 2�. C 1/ D r 0.2 C 1/ D r��: (3.123)
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Moreover, since r < N=2 we have that 2=2� > 1=r 0, thenh Z
�

j k.u/j
2�

i 2
2� � 1

r 0

� C khkr : (3.124)

Note that j k.u/j ! C. /ju � RjC1�fxWju.x/j>Rg almost everywhere in �. Then Fatou
Lemma implies that ju � RjC1�fxWju.x/j>Rg belongs to L2�

.�/. Thus, u belongs to
L2�.C1/.�/ D Lr��

.�/ and the conclusion follows. Consider now the case in which
t D 2� and note that this implies that N > 6. In this case we geth Z

�

j k.u/j
2�

i2=2�

� C khk2�

h Z
�

sj k.u/j
.2�/0 2 C1

 C1

i 1
.2�/0

:

Since N > 6 it results 2=2� > 1=.2�/0. Moreover, we can choose  such that

2�. C 1/ D .2�/0.2 C 1/:

Thus, we follow the same argument as in the previous case and we deduce that u belongs
to Ls1.�/ where

s1 D
2�N

N � 2 2�
:

If it still holds s1 < r we can repeat the same argument to gain more summability on u. In
this way for every s 2 Œ2�; r/ we can define the increasing sequence

s0 D 2�; snC1 D
N sn

N � 2sn

;

and we deduce that there exists n such that sn�1 < r and sn � r . At this step from (3.122)
we get that t D r and then u 2 Lr��

.�/, that is the maximal summability we can achieve.
Now, let us prove conclusion (ii). First, note that since f 2 Lq.�/, with q > N=2,

f belongs to Lr .�/ for every r > .2N /=.N C 2/. Then, conclusion (i) implies that
u 2 L� .�/ for every � > 1. Now, take ı > 0 such that t � ı > N=2, since u 2 L

t
ı .�/ it

results Z
�

jc.x/u.x/jt�ı
� kc.x/kt�ı

t

h Z
�

ju.x/jt=ı
i ı

t

< 1:

Then, the function d.x/ D f .x/ � c.x/u.x/ belongs to Lr .�/ with r D minfq; t � ıg >

N=2. Let us take k > R (R is defined in (3.43)) and consider the function v D Gk.u/ D

u � Tk.u/ (where Tk.s/ is defined in (3.63)). Since u is a generalized solution of (3.113)
we can take v as test function. From (3.43) and (3.69) it results

˛0

Z
�

jrGk.u/j
2

�

Z
�

jd.x/jjGk.u/j:

The conclusion follows from Theorem 4.2 of [136]. �

Remark 3.47. In classical results of this type (see e.g. [105] or [26]) it is usually consid-
ered as test function v D juj2u. Note that this type of function cannot be used here for
it does not belong to the space Wu. Moreover, the classical truncation Tu seems not to be
useful because of the presence of c.x/u. Then, we have chosen a suitable truncation of u

in order to manage also the term c.x/u.

Proof of Theorem 3.45. This theorem will be proved as a consequence of Lemma 3.46.
So, consider u a generalized solution of Problem (3.53), we have to prove that u is a gen-
eralized solution of Problem 3.113 for suitable f .x/ and c.x/. This is shown in Theorem
2.2.5 of [36], then we will give here a sketch of the proof of [36] just for clearness. We set

g0.x; s/ D minfmaxfg.x; s/;�a.x/g; a.x/g;
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g1.x; s/ D g.x; s/ � g0.x; s/:

It follows that g.x; s/ D g0.x; s/ C g1.x; s/ and jg0.x; s/j � a.x/ so that we can set
f .x/ D g0.x;u.x//. Moreover, we define

c.x/ D

(
�

g1.x;u.x//
u.x/

; if u.x/ ¤ 0;

0; if u.x/ D 0:

Then jc.x/j � bju.x/j
4

N �2 , so that c.x/ 2 L
N
2 .�/. Lemma 3.46 implies that conclusion

(a) holds. Now, if r > N=2 we have that f .x/ 2 Lr .�/ with r > N=2. Moreover,
conclusion (a) implies that u 2 Lt .�/ for every t < 1, so that c.x/ 2 Lt .�/ with
t > N=2. Then Lemma 3.46 implies that u 2 L1.�/. �

Remark 3.48. When dealing with quasi-linear equations (i.e. j .x; s; �/ D a.x; s/� � �),
a standard technique, to prove summability results, is to reduce the problem to the linear
one and to apply the classical result (see e.g. [136]). Note that here this is not possible due
to the general form of j .
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4. PERTURBATION FROM SYMMETRY

We refer the reader to [129, 130, 111, 93, 30]. Some parts of these publications have
been slightly modified to give this collection a more uniform appearance.

4.1. Quasi-linear elliptic systems. In critical point theory, an open problem concerning
existence, is the role of symmetry in obtaining multiple critical points for even functionals.
Around 1980, the semi-linear scalar problem

�

nX
i;jD1

Dj .aij .x/Diu/ D g.x;u/C ' in �

u D 0 on @� ;

with g super-linear and odd in u and ' 2 L2.�/; has been object of a very careful analysis
by A. Bahri and H. Berestycki in [15], M. Struwe in [138], G-C. Dong and S. Li in [66]
and by P.H. Rabinowitz in [119] via techniques of classical critical point theory. Around
1990, A. Bahri and P.L. Lions in [17, 18] improved the previous results via a Morse-Index
type technique. Later on, since 1994, several efforts have been devoted to study existence
for quasi-linear scalar problems of the type

�

nX
i;jD1

Dj .aij .x;u/Diu/C
1

2

nX
i;jD1

Dsaij .x;u/DiuDj u D g.x;u/ in �

u D 0 on @�:

We refer the reader to [9, 33, 32, 36, 138] and to [6, 113, 133] for a more general setting.
In this case the associated functional f W H 1

0
.�;RN / ! R given by

f .u/ D
1

2

Z
�

nX
i;jD1

aij .x;u/DiuDj u dx �

Z
�

G.x;u/ dx ;

is not even locally Lipschitz unless the aij ’s do not depend on u or n D 1. Consequently,
techniques of non-smooth critical point theory have to be applied. It seems now natural
to ask whether some existence results for perturbed even functionals still hold in a quasi-
linear setting, both scalar .N D 1/ and vectorial .N � 2/. In [134] it has recently been
proved that diagonal quasi-linear elliptic systems of the type .k D 1; : : : ;N /

�

nX
i;jD1

Dj .a
k
ij .x;u/Diuk/C

1

2

nX
i;jD1

NX
hD1

Dsk
ah

ij .x;u/DiuhDj uh D Dsk
G.x;u/ in � ;

(4.1)
possess a sequence .um/ of weak solutions in H 1

0
.�;RN / under suitable assumptions,

including symmetry, on coefficients ah
ij and G. To prove this result, we looked for critical

points of the functional f0 W H 1
0
.�;RN / ! R defined by

f0.u/ D
1

2

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx �

Z
�

G.x;u/ dx: (4.2)
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In this section we want to investigate the effects of destroying the symmetry of system
(4.1) and show that for each ' 2 L2.�;RN / the perturbed problem

�

nX
i;jD1

Dj .a
k
ij .x;u/Diuk/C

1

2

nX
i;jD1

NX
hD1

Dsk
ah

ij .x;u/DiuhDj uh

D Dsk
G.x;u/C 'k in � ;

(4.3)

still has infinitely many weak solutions. Of course, to this aim, we shall study the associ-
ated functional

f .u/ D
1

2

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx �

Z
�

G.x;u/ dx �

Z
�

' � u dx: (4.4)

In the next, � will denote an open and bounded subset of Rn. To adapt the perturbation
argument of [119], we shall consider the following assumptions: - the matrix

�
ah

ij .x; s/
�

is measurable in x for each s 2 RN and of class C 1 in s for a.e. x 2 � with

ah
ij .x; s/ D ah

ji.x; s/:

Moreover, there exist � > 0 and C > 0 such that

nX
i;jD1

NX
hD1

ah
ij .x; s/�

h
i �

h
j � �j�j2;

ˇ̌̌
ah

ij .x; s/
ˇ̌̌

� C;

ˇ̌̌
Dsa

h
ij .x; s/

ˇ̌̌
� C ;

nX
i;jD1

NX
hD1

s � Dsa
h
ij .x; s/�

h
i �

h
j � 0 ;

(4.5)

for a.e. x 2 � and for all s 2 RN and � 2 RnN ; - (if N � 2) there exists a bounded
Lipschitz function  W R ! R such that

nX
i;jD1

NX
hD1

�
1

2
Dsa

h
ij .x; s/ � exp� .r; s/C ah

ij .x; s/Dsh
.exp� .r; s//h

�
�h

i �
h
j � 0 ; (4.6)

for a.e. x 2 �, for all � 2 RnN , � 2 f�1; 1gN and r; s 2 RN , where

.exp� .r; s//i WD �i expŒ�i. .ri/ �  .si//� ;

for each i D 1; : : : ;N . - the function G.x; s/ is measurable in x for all s 2 RN , of class
C 1 in s for a.e. x 2 � with G.x; 0/ D 0 and g.x; �/ denotes the gradient of G with respect
of s. - there exist q > 2 and R > 0 such that

jsj � R ) 0 < qG.x; s/ � s � g.x; s/ ; (4.7)

for a.e. x 2 � and all s 2 RN ; - there exists  2�0; q � 2Œ such that

nX
i;jD1

NX
hD1

s � Dsa
h
ij .x; s/�

h
i �

h
j � 

nX
i;jD1

NX
hD1

ah
ij .x; s/�

h
i �

h
j ; (4.8)

for a.e. x 2 � and for all s 2 RN and � 2 RnN . Under the previous assumptions, the
following is our main result.
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Theorem 4.1. Assume that there exists � in
�
1; qnC.q�1/.nC2/

qnC.q�1/.n�2/

�
such that

jg.x; s/j � a C bjsj
� ; (4.9)

with a; b 2 R and that for a.e. x 2 � and for each s 2 RN

ah
ij .x;�s/ D ah

ij .x; s/ ; g.x;�s/ D �g.x; s/:

Then there exists a sequence .um/ � H 1
0
.�;RN / of solutions to the system

�

nX
i;jD1

Dj .a
k
ij .x;u/Diuk/C

1

2

nX
i;jD1

NX
hD1

Dsk
ah

ij .x;u/DiuhDj uh

D Dsk
G.x;u/C 'k in �

such that f .um/ ! C1 as m ! 1.

This is clearly an extension of the results of [15, 66, 119, 138] to the quasi-linear case,
both scalar .N D 1/ and vectorial .N � 2/.

Let us point out that in the case N D 1 a stronger version of the previous result can be
proven. Indeed, we may completely drop assumption .b/ and replace Lemma 3.4 with [36,
Lemma 2.2.4]. To the best of our knowledge, in the case N > 1 only very few multiplicity
results have been obtained so far via non-smooth critical point theory (see [9, 134, 138]).

4.2. Symmetry perturbed functionals. Given ' 2 L2.�;RN /; we shall now consider
the functional f W H 1

0 .�;R
N / ! R defined by

f .u/ D
1

2

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx �

Z
�

G.x;u/ dx �

Z
�

' � u dx:

If ' 6� 0; clearly f is not even. Note that by (4.7) we find c1; c2; c3 > 0 such that
1

q
.s � g.x; s/C c1/ � G.x; s/C c2 � c3jsj

q : (4.10)

Lemma 4.2. Assume that u 2 H 1
0 .�;R

N / is a weak solution to (4.3). Then there exists
� > 0 such that Z

�

.G.x;u/C c2/ dx � �
�
f .u/2 C 1

�1=2

:

Proof. If u 2 H 1
0 .�;R

N / is a weak solution to (4.3), taking into account (4.8), we deduce
that

f .u/ D f .u/ �
1

2
f 0.u/.u/

D

Z
�

�
1

2
g.x;u/ � u � G.x;u/ �

1

2
' � u

�
dx

�
1

4

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u/ � uDiuhDj uh dx

�
�1

2
�

1

q

� Z
�

.g.x;u/ � u C c1/ dx �
1

2
k'k2kuk2

�


4

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx � c4



60 MARCO SQUASSINA EJDE-2006/MON. 07

�

�q

2
� 1 �



2

� Z
�

.G.x;u/C c2/ dx �


2
f .u/ � "kuk

q
q � ˇ."/k'k

q0

2 � c5

with " ! 0 and ˇ."/ ! C1. Choosing " > 0 small enough, by (4.10) we have

�f .u/ �

Z
�

.G.x;u/C c2/ dx � c6;

where � D
2C

q�2�
; and the assertion follows as in [119, Lemma 1.8]. �

We now want to introduce the modified functional, which is the main tool in order to
obtain our result. Let us define � 2 C 1.R/ by setting � D 1 for s � 1; � D 0 for s � 2

and �2 < �0 < 0 when 1 < s < 2; and let for each u 2 H 1
0
.�;RN /

�.u/ D 2�
�
f .u/2 C 1

�1=2

;  .u/ D �
�
�.u/�1

Z
�

.G.x;u/C c2/ dx
�
:

Finally, we define the modified functional by

zf .u/ D
1

2

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dxC

�

Z
�

G.x;u/ dx �  .u/

Z
�

' � u dx:

(4.11)

The Euler’s equation associated to the previous functional is given by

�

nX
i;jD1

Dj .a
k
ij .x;u/Diuk/C

1

2

nX
i;jD1

NX
hD1

Dsk
ah

ij .x;u/DiuhDj uh D zg.x;u/ in � ;

(4.12)
where we set

zg.x;u/ D g.x;u/C  .u/' C  0.u/

Z
�

' � u dx:

Note that taking into account the previous Lemma, if u 2 H 1
0
.�;RN / is a weak solution

to (4.3), we have that  .u/ D 1 and therefore zf .u/ D f .u/. In the next result, we
measure the defect of symmetry of zf , which turns out to be crucial in the final comparison
argument.

Lemma 4.3. There exists ˇ > 0 such that for all u 2 H 1
0
.�;RN /

j zf .u/ � zf .�u/j � ˇ
�
j zf .u/j1=q C 1

�
:

Proof. Note first that if u 2 supp. / thenˇ̌̌ Z
�

' � u dx
ˇ̌̌

� ˛
�
jf .u/j1=q C 1

�
; (4.13)

where ˛ > 0 depends on k'k2. Indeed, by (4.10) we haveˇ̌ Z
�

' � u dx
ˇ̌

� kuk2k'k2 � ckukq � yc
� Z

�

.G.x;u/C c2/ dx
�1=q

;

and since u 2 supp. /,Z
�

.G.x;u/C c2/ dx � 4�
�
f .u/2 C 1

�1=2

� zc.jf .u/j C 1/;
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inequality (4.13) easily follows. Now, since of course

jf .u/j � j zf .u/j C 2
ˇ̌̌ Z
�

' � u dx
ˇ̌̌
;

by (4.13) we immediately get for some b > 0

 .u/
ˇ̌̌ Z
�

' � u dx
ˇ̌̌

� b .u/
�
j zf .u/j1=q C

ˇ̌̌ Z
�

' � u dx
ˇ̌̌1=q

C 1
�
:

Using Young’s inequality, for some b1; b2 > 0 we have that

 .u/
ˇ̌̌ Z
�

' � u dx
ˇ̌̌

� b1

�
j zf .u/j1=q C 1

�
;

and

 .�u/

ˇ̌̌̌Z
�

' � u dx

ˇ̌̌̌
� b2

�
j zf .u/j1=q C 1

�
;

and since
j zf .u/ � zf .�u/j D . .u/C  .�u//

ˇ̌̌ Z
�

' � u dx
ˇ̌̌
;

the assertion follows. �

Theorem 4.4. There exists M > 0 such that if u 2 H 1
0
.�;RN / is a weak solution to

(4.12) with zf .u/ � M then u is a weak solution to (4.3) and zf .u/ D f .u/.

Proof. Let us first prove that there exist zM > 0 and z̨ > 0 such that

8M 2 Œ zM ;C1ŒW zf .u/ � M; u 2 supp. / ) f .u/ � z̨M: (4.14)

Since we have
f .u/ � zf .u/ �

ˇ̌̌ Z
�

' � u
ˇ̌̌
;

by 4.13 we deduce that

f .u/C ˛ jf .u/j1=q � zf .u/ � ˛ �
M

2

for M � zM ; with zM large enough. Now, if it was f .u/ � 0; we would obtain

˛q0

q0
C

1

q
jf .u/j � ˛ jf .u/j1=q �

M

2
C jf .u/j;

which is not possible if we take zM > 2˛q0

.q0/�1. Therefore it is f .u/ > 0 and

f .u/ >
M

4
or f .u/ �

�
M

4˛

�q

;

and (4.14) is proven. Of course, taking into account the definition of  , to prove the
Lemma it suffices to show that if M > 0 is sufficiently large and u 2 H 1

0 .�;R
N / is a

weak solution to (4.12) with zf .u/ � M; then

�.u/�1

Z
�

.G.x;u/C c2/ dx � 1:

If we set
#.u/ D �.u/�1

Z
�

.G.x;u/C c2/ dx;

it follows that

 0.u/.u/ D �0.#.u//�.u/�2
h
�.u/

Z
�

g.x;u/ � u dx � .2�/2#.u/f .u/f 0.u/.u/
i
:



62 MARCO SQUASSINA EJDE-2006/MON. 07

Define now T1;T2 W H 1
0
.�;RN / ! R by setting

T1.u/ D �0.#.u//.2�/2#.u/�.u/�2f .u/

Z
�

' � u dx;

T2.u/ D �0.#.u//�.u/�1

Z
�

' � u dx C T1.u/:

Then we obtain

zf 0.u/.u/ D .1 C T1.u//

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u/DiuhDj uh dx

C
1

2
.1 C T1.u//

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u/ � uDiuhDj uh dx

� .1 C T2.u//

Z
�

g.x;u/ � u dx � . .u/C T1.u//

Z
�

' � u dx:

Consider now the term
zf .u/ �

1

2.1 C T1.u//
zf 0.u/.u/:

If  .u/ D 1 and T1.u/ D 0 D T2.u/, the assertion follows from Lemma 4.2. Other-
wise, since 0 �  .u/ � 1; if T1.u/ and T2.u/ are both small enough the computations we
have made in Lemma 4.2 still hold true with � replaced by .2 � "/�; for a small " > 0; and
again assertion follows as in Lemma 4.2.

It then remains to show that if M ! 1; then T1.u/;T2.u/ ! 0. We may assume that
u 2 supp. /; otherwise Ti.u/ D 0; for i D 1; 2. Therefore, taking into account (4.13),
there exists c > 0 with

jT1.u/j � c
jf .u/j1=q C 1

jf .u/j
:

Finally, by (4.14) we deduce jT1.u/j ! 0 as M ! 1. Similarly, jT2.u/j ! 0. �

4.3. Boundedness of concrete Palais-Smale sequences.

Definition 4.5. Let c 2 R. A sequence .um/ � H 1
0
.�;RN / is said to be a concrete

Palais-Smale sequence at level c (.CPS/c-sequence, in short) for zf , if zf .um/ ! c,

nX
i;jD1

NX
hD1

Dsk
ah

ij .x;u
m/Diu

m
h Dj um

h 2 H �1.�;RN /

eventually as m ! 1 and

�

nX
i;jD1

Dj .a
k
ij .x;u

m/Diu
m
k /C

1

2

nX
i;jD1

NX
hD1

Dsk
ah

ij .x;u
m/Diu

m
h Dj um

h � zgk.x;u
m/ ;

approaches zero strongly in H �1.�;RN /, where

zg.x;u/ D g.x;u/C  .u/' C  0.u/

Z
�

' � u dx:

We say that zf satisfies the concrete Palais-Smale condition at level c, if every .CPS/c
sequence for zf admits a strongly convergent subsequence in H 1

0
.�;RN /.
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Lemma 4.6. There exists M > 0 such that each .CPS/c-sequence .um/ for zf with
c � M is bounded in H 1

0 .�;R
N /.

Proof. Let M > 0 and .um/ be a .CPS/c-sequence for zf with c � M in H 1
0
.�;RN /

such that, eventually as m ! C1

M � zf .um/ � K:

for some K > 0. Taking into account [134, Lemma 3], we have zf 0.um/.um/ ! 0 as
m ! C1. Therefore, for large m 2 N and any % > 0; it follows

%kum
k1;2 C K � zf .um/ � % zf 0.um/.um/

D
�1

2
� %.1 C T1.u

m//
� Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dx

�
%

2
.1 C T1.u

m//

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u

m/ � umDiu
m
h Dj um

h dx

C %.1 C T2.u
m//

Z
�

g.x;um/ � um dx

�

Z
�

G.x;um/ dx C Œ%. .um/C T1.u
m// �  .um/�

Z
�

' � um dx �

�

�
1

2
� %.1 C T1.u

m// �
%

2
.1 C T1.u

m//

� Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Dj um

h dx

C %.1 C T2.u
m//

Z
�

g.x;um/ � um dx

�

Z
�

G.x;um/ dx C Œ%. .um/C T1.u
m// �  .um/�

Z
�

' � um dx

�
�

2
.1 � % .2 C  / .1 C T1.u

m/// kum
k

2
1;2 C .q%.1 C T2.u

m// � 1/

Z
�

G.x;um/ dx

� Œ%.1 C T1.u
m//C 1�k'k2kum

k2:

If we choose M sufficiently large, we find " > 0, � > 0 and % 2

i
1C�

q
; 1�"
C2

h
such that

uniformly in m 2 N

.1 � % .2 C  / .1 C T1.u
m/// > "; .q%.1 C T2.u

m// � 1/ > �:

Hence we obtain

%kum
k1;2 C K �

�"

2
kum

k
2
1;2 C b�kum

k
q
q � ckum

k1;2;

which implies that the sequence .um/ is bounded in H 1
0 .�;R

N /. �

Lemma 4.7. Let c 2 R. Then there exists M > 0 such that for each bounded .CPS/c se-
quence .um/ for zf with c � M; the sequence .zg.x;um// admits a convergent subsequence
in H �1.�;RN /.

Proof. Let .um/ be a bounded .CPS/c-sequence for zf with c � M . We may assume that
.um/ � supp. /, otherwise  .um/ D 0 and  0.um/ D 0. Recall that

zg.x;um/ D g.x;um/C  .um/' C  0.um/

Z
�

' � um dx:
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Since by [36, Theorem 2.2.7] the maps

H 1
0
.�;RN / �! H �1.�;RN /

u 7�! g.x;u/

and
H 1

0
.�;RN / �! H �1.�;RN /

u 7�!  .u/';

are completely continuous, the sequences .g.x;um// and . .um/'/ admit a convergent
subsequence in H �1.�;RN /. Now, we have

 0.um/ D

h
�0.#.um//�.um/�1

i
g.x;um/C

�

h
4�2�0.#.um//�.um/�2#.um/f .um/

i
f 0.um/:

On the other hand,

f 0.um/ D zf 0.um/C

�Z
�

' � um dx

�
 0.um/C Œ .um/ � 1�':

Therefore,�
1 C

�
4�2�0.#.um//�.um/�2#.um/f .um/

Z
�

' � um dx

��
 0.um/

D

h
�0.#.um//�.um/�1

i
g.x;um/

�

h
4�2�0.#.um//�.um/�2#.um/f .um/

i
zf 0.um/

�

h
4�2�0.#.um//�.um/�2#.um/f .um/. .um/ � 1/

i
':

(4.15)

By assumption we have zf 0.um/ ! 0 in H �1.�;RN /. Taking into account the definition
of �; � and #; all of the square brackets in equation (4.15) are bounded in R for some M >

0 and we conclude that also . 0.um// admits a convergent subsequence in H �1.�;RN /.
The assertion is now proven. �

4.4. Compactness of concrete Palais-Smale sequences. The next result is the crucial
property for Palais-Smale condition to hold.

Lemma 4.8. Let .um/ be a bounded sequence in H 1
0 .�;R

N / and set

hwm; vi D

Z
�

nX
i;jD1

NX
hD1

ah
ij .x;u

m/Diu
m
h Djvh dx

C
1

2

Z
�

nX
i;jD1

NX
hD1

Dsa
h
ij .x;u

m/ � vDiu
m
h Dj um

h dx

for all v 2 C 1
c .�;RN /. Then, if .wm/ is strongly convergent to some w in H �1.�;RN /,

.um/ admits a strongly convergent subsequence in H 1
0 .�;R

N /.

For the proof of the above lemma, sew [134, Lemma 6].

Theorem 4.9. There exists M > 0 such that zf satisfies .CPS/c-condition for c � M .
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Proof. Let .um/ be a .CPS/c sequence for f with c � M , where M > 0 is as in
Lemma 4.6. Therefore, .um/ is bounded in H 1

0 .�;R
N / and from Lemma 4.7 we deduce

that, up to subsequences, .zg.x;um// is strongly convergent in H �1.�;RN /. Therefore,
the assertion follows from Lemma 4.8. �

4.5. Existence of multiple solutions. Let .�h;uh/ be the sequence of eigenvalues and
eigenvectors for the problem

�u D ��u in �

u D 0 on @�;

and set
Vk D span

n
u1; : : : ;uk 2 H 1

0 .�;R
N /

o
:

We deduce that for all s 2 RN

jsj � R ) G.x; s/ �

G
�
x;R s

jsj

�
Rq

jsj
q

� b0.x/jsj
q;

where
b0.x/ D R�q inffG.x; s/ W jsj D Rg > 0:

Then it follows that for each k 2 N there exists Rk > 0 such that for all u 2 Vk

kuk1;2 � Rk ) zf .u/ � 0:

Definition 4.10. For each k 2 N set

Dk D Vk \ B.0;Rk/ ;

�k D

n
 2 C.Dk ;H

1
0 / W  is odd and j@B.0;Rk /

D Id
o
;

bk D inf
2�k

max
u2Dk

zf . .u//:

Lemma 4.11. For each k 2 N; % 2�0;Rk Œ and  2 �k

 .Dk/ \ @B.0; %/ \ V ?
k�1 6D ;:

For the proof of the above lemma, wee, [119, Lemma 1.44].

Lemma 4.12. There exist ˇ > 0 and k0 2 N such that

8k � k0 W bk � ˇk
.nC2/�.n�2/�

n.��1/ :

Proof. Let  2 �k and % 2�0;Rk Œ. By previous Lemma there exists

w 2  .Dk/ \ @B.0; %/ \ V ?
k�1 ;

and therefore
max
u2Dk

zf . .u// � zf .w/ � inf
u2@B.0;%/\V ?

k�1

zf .u/: (4.16)

Given u 2 @B.0; %/ \ V ?
k�1

; by (4.9) we find ˛1; ˛2; ˛3 > with

zf .u/ �
1

2
%2

� ˛1kuk
�C1
�C1 � ˛2k'k2kuk2 � ˛3:

Now, By Gagliardo-Nirenberg inequality, there is ˛4 > 0 such that

kuk�C1 � ˛4kuk
#
1;2kuk

1�#
2 ;
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where # D
n.��1/
2.�C1/

. As is well known, it is

kuk2 �
1

p
�k�1

kuk1;2;

so that we obtain

zf .u/ �
1

2
%2

� ˛1�
�

.1�#/.�C1/
2

k
%�C1

� ˛2k'k2�
� 1

2

k
% � ˛3:

Choosing now

% D c�
�

.1�#/
2

.�C1/

.��1/

k
;

yields

zf .u/ �
1

4
%2

k � ˛2k'k2�
� 1

2

k
%k � ˛3:

Now, as is shown in [52], there exists ˛5 > 0 such that for large k, �k � ˛5k
2
n . Therefore.

we find ˇ > 0 with
zf .u/ � ˇk

.nC2/�.n�2/�
n.��1/ ;

and by (4.16) the Lemma is proved. �

Definition 4.13. For each k 2 N set

Uk D

n
� D tukC1 C w W t 2 Œ0;RkC1�; w 2 B.0;RkC1/ \ Vk ; k�k1;2 � RkC1

o
;

ƒk D

n
� 2 C.Uk ;H

1
0 / W �jDk

2 �kC1 and

�j@B.0;RkC1/[..B.0;RkC1/nB.0;Rk //\Vk/ D Id
o

ck D inf
�2ƒk

max
u2Uk

zf .�.u//:

We now come to the our main existence tool. Of course, differently from the proof of
[119, Lemma 1.57], in this non-smooth framework, we shall apply [36, Theorem 1.1.13]
instead of the classical Deformation Lemma [119, Lemma 1.60].

Lemma 4.14. Assume that ck > bk � M; where M is as in Theorem 4.9. If ı 2�0; ck �bk Œ

and
ƒk.ı/ D

n
� 2 ƒk W zf .�.u// � bk C ı for u 2 Dk

o
;

set
ck.ı/ D inf

�2ƒk .ı/
max
u2Uk

zf .�.u//:

Then ck.ı/ is a critical value for zf .

Proof. Let " D
1
2
.ck � bk � ı/ > 0 and assume by contradiction that ck.ı/ is not a critical

value for zf . Therefore, taking into account Lemma 4.9, by [36, Theorem 1.1.13], there
exists " > 0 and a continuous map

� W H 1
0 .�;R

N / � Œ0; 1� ! H 1
0 .�;R

N /

such that for each u 2 H 1
0
.�;RN / and t 2 Œ0; 1�,

zf .u/ 62�ck.ı/ � "; ck.ı/C "Œ ) �.u; t/ D u; (4.17)

�. zf ck .ı/C"; 1/ � zf ck .ı/�": (4.18)
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Choose � 2 ƒk.ı/ so that

max
u2Uk

zf .�.u// � ck.ı/C " (4.19)

and consider �.�.�/; 1/ W Uk ! H 1
0
.�;RN /.

Observe that if u 2 @B.0;RkC1/ or u 2 .B.0;RkC1/nB.0;Rk// \ Vk , by definition
zf .�.u// D zf .u/. Hence, by (4.17), it is �.�.u/; 1/ D u. We conclude that �.�.�/; 1/ 2

ƒk . Moreover, by our choice of " > 0 and ı > 0 we obtain

8u 2 Dk W zf .�.u// � bk C ı � ck � " � ck.ı/ � ":

Therefore (4.17) implies that �.�.�/; 1/ 2 ƒk.ı/. On the other hand, again by (4.18) and
(4.19)

max
u2Uk

zf .�.�.u/; 1// � ck.ı/ � "; (4.20)

which is not possible, by definition of ck.ı/. �

It only remains to prove that we cannot have ck D bk for k sufficiently large.

Lemma 4.15. Assume that ck D bk for all k � k1. Then, there exist  > 0 and zk � k1

with

bzk
�  zk

q
q�1 :

Proof. Choose k � k1; " > 0 and a � 2 ƒk such that

max
u2Uk

zf .�.u// � bk C ":

Define now z� W DkC1 ! H 1
0 such that

z�.u/ D

(
�.u/ if u 2 Uk

��.�u/ if u 2 �Uk :

Since z�jB.0;RkC1/\Vk
is continuous and odd, it follows z� 2 �kC1. Then

bkC1 � max
u2DkC1

zf .z�.u//:

By Lemma 4.3 we have

max
u2�Uk

zf .z�.u// � bk C "C ˇ
�
jbk C "j1=q C 1

�
;

and since DkC1 D Uk [ .�Uk/; we get

8" > 0 W bkC1 � bk C "C ˇ
�
jbk C "j1=q C 1

�
;

that yields

8k � k1 W bkC1 � bk C ˇ
�
jbk j

1=q
C 1

�
:

The assertion now follows recursively as in [121, Proposition 10.46]. �

We finally come to the proof of the main result, which extends the theorems of [15, 66,
119, 138] to the quasi-linear case, both scalar and vectorial.
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Proof of Theorem 4.1. Observe that the inequality

1 < � <
qn C .q � 1/.n C 2/

qn C .q � 1/.n � 2/
;

implies
q

q � 1
<
.n C 2/ � �.n � 2/

n.� � 1/
:

Therefore, combining Lemma 4.12 and Lemma 4.15 we deduce ck > bk so that we may
apply Lemma 4.14 and obtain that .ck.ı// is a sequence of critical values for zf . By
Theorem 4.4 we finally conclude that f has a diverging sequence of critical values. �

4.6. Semi-linear systems with nonhomogeneous data. Since the early seventies, many
authors have widely investigated existence and multiplicity of solutions for semi-linear
elliptic problems with Dirichlet boundary conditions, especially by means of variational
methods (see [137] and references therein). In particular, if ' is a real L2 function on a
bounded domain � � Rn, p > 2 and p < 2� if n � 3 (here, 2� D

2n
n�2

), the following
model problem (P0;';1)

��u D juj
p�2u C ' in �

u D 0 on @�;
(4.21)

has been extensively studied, even when the nonlinear term is more general.
If ' � 0, the problem is symmetric, so multiplicity results have been achieved via the

equivariant Lusternik-Schnirelman theory and the notion of genus for Z2-symmetric sets
(see [121] and references therein).

On the contrary, if ' 6� 0, the problem loses its Z2-symmetry and a natural question is
whether the infinite number of solutions persists under perturbation of the odd equation. In
this case, a detailed analysis was carried on by Rabinowitz in [119], Struwe in [138], Bahri
and Berestycki in [15], Dong and Li in [66] and Tanaka in [140]: the existence of infinitely
many solutions was obtained via techniques of classical critical point theory provided that
a suitable restriction on the growth of the exponent p is assumed.

Furthermore, Bahri and Lions have improved some of such results via a technique based
on Morse theory (see [17, 18]); while, more recently, Paleari and Squassina have extended
some of the above mentioned achievements to the quasi-linear case by means of techniques
of non-smooth critical point theory (see [111]).

Other perturbation results were obtained by Bahri and Berestycki in [15] and by Am-
brosetti in [2] when p > 2 is any but subcritical: in particular, they proved that for each
� 2 N there exists " > 0 such that .P0;';1/ has at least � distinct solutions provided that
k'k2 < ".

The success in looking for solutions of a non-symmetric problem as .P0;';1/made quite
interesting to study the problem (P�;';1)

��u D juj
p�2u C ' in �

u D � on @�
(4.22)

where, in general, the boundary condition � is different from zero. Some multiplicity
results for (4.22) have been proved in [29] provided that

2 < p < 2
n C 1

n
; � 2 C.@�;R/ \ H 1=2.@�;R/; ' 2 L2.�;R/:

The upper bound to p seems to be a natural extension of the assumption 2 < p < 4

considered by Ekeland, Ghoussoub and Tehrani in [67] in order to solve such a problem
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when n D 1 (in this case, the range p < 2 was covered by Clarke and Ekeland in a previous
paper [47]).

We stress that an improvement of the results in [29, 67] has been reached with a different
technique by Bolle in [24] and Bolle, Ghoussoub and Tehrani in [25]. From one hand, they
prove that if � � Rn is a C 2 bounded domain and

2 < p <
2n

n � 1
; � 2 C 2.@�;R/; ' 2 C.�;R/;

then .P�;';1/ has infinitely many classical solutions. On the other hand, they show that in
the case n D 1 it suffices to assume p > 2, namely the result becomes optimal.

It remains open, even for � � 0, the problem of whether .P�;';1/ has an infinite number
of solutions for p all the way up to 2�. For � � 0, the most satisfactory result remains the
one contained in the celebrated paper [18] of Bahri and Lions where they prove that this
fact is true for a subset of ' dense in L2.�;R/.

Let us fix N � 1. The purpose of this section is to show the multiplicity of solutions
for the following semi-linear elliptic system (P�;';N )

�

nX
i;jD1

NX
hD1

Dj .a
hk
ij .x/Diuh/ D b.x/juj

p�2uk C 'k.x/ in �

u D � on @�

k D 1; : : : ;N

(4.23)

taken any � 2 H 1=2.@�;RN /. Clearly, (4.23) reduces to the problem (4.22) if N D 1,
ahk

ij D ıhk
ij and b.x/ � 1.

To the best of our knowledge no other result can be found in the literature about multi-
plicity for systems of semi-linear elliptic equations with non-homogeneous boundary con-
ditions; on the contrary, some multiplicity results are known in the case of Dirichlet bound-
ary conditions (see [46] for the semi-linear case and [111, 134] for some extensions to the
quasi-linear case).

It is well known that the functional f W M� ! R associated with (4.23) is given by

f .u/ D
1

2

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dx �

1

p

Z
�

b.x/juj
p dx �

Z
�

' � u dx

where M� D
˚
u 2 H 1.�;RN / W u D � a.e. on @�

	
.

In the next,� will denote a Lipschitz bounded domain of Rn with n � 3 while we shall
always assume that the coefficients ahk

ij and b belong to C.�;R/ with ahk
ij D akh

ji and
b > 0. Moreover, there exists � > 0 such that

nX
i;jD1

NX
h;kD1

ahk
ij .x/�i�j�

h�k
� �j�j2j�j2 (4.24)

for all x 2 � and .�; �/ 2 Rn � RN (Legendre-Hadamard condition).
Here, we state our main results.

Theorem 4.16. Let p 2�2; 2 nC1
n
Œ. Then for each ' in L2.�;RN / and � in the space

H 1=2.@�;RN / the system (4.23) admits a sequence .um/m of solutions in M� such that
f .um/ ! C1.
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To prove Theorem 4.16, we use some perturbation arguments developed in [15, 119,
138]; so the condition p < 2 nC1

n
is quite natural.

An improvement of such a “control” can be obtained by means of the Bolle’s techniques,
but more assumptions need. In fact, all the weak solutions must be regular and the system
has to be diagonal, i.e. ahk

ij D ıhk
ij .

More precisely, we can prove the following theorem.

Theorem 4.17. Let p 2�2; 2n
n�1

Œ, @� is of class C 2, � in C 2.@�;RN /, ' in C 0;˛.�;RN /

for some ˛ 2�0; 1Œ and ahk
ij D ıhk

ij . Then (4.23) has a sequence .um/m of classical solutions
such that f .um/ ! C1.

Clearly, Theorems 4.16 and 4.17 extend the results of [29] and [25] to semilinear elliptic
systems. We underline that (4.24) is weaker than the strong ellipticity condition.

Let us point out that, in general, whereas De Giorgi’s famous example of an unbounded
weak solution of a linear elliptic system shows (cf. [57]), we can not hope to find every-
where regular solutions for coefficients ahk

ij 2 L1.�;R/. Anyway, if ahk
ij 2 C.�;R/ and

(4.24) holds we have that if u solves .P�;';N / then

u 2 C 0;˛.�;RN /

for each ˛ 2�0; 1Œ (see [76]); but if we look for classical solutions, namely u of class C 2 on
�, the coefficients ahk

ij have to be sufficiently smooth while ' 2 C 0;˛.�;RN / for some
˛ 2�0; 1Œ and � 2 C 2.@�;RN / (see [91] and references therein).

4.7. Reduction to homogeneous boundary conditions. As a first step, let us reduce
(4.23) to a Dirichlet type problem. To this aim, let us denote by � 2 M� the only so-
lution of the linear system

�

nX
i;jD1

NX
hD1

Dj .a
hk
ij .x/Di�h/ D 0 in �

� D � on @�

k D 1; : : : ;N

(4.25)

Since p < 2�, it results � 2 Lp.�;RN /.
From now on, we shall assume that b � 1. Taking into account that there exist two

positive constants mb and Mb such that

mb � b.x/ � Mb for all x 2 �,

the general case can be covered by slight modifies of some lemmas proved in the next
sections.

It is easy to show that the following fact holds.

Proposition 4.18. u 2 M� is a solution of .P�;';N / if and only if z 2 H 1
0
.�;RN / solves

�

nX
i;jD1

NX
hD1

Dj .a
hk
ij .x/Dizh/ D jz C �j

p�2.zk C �k/C 'k.x/ in �

z D 0 on @�

k D 1; : : : ;N;

where u.x/ D z.x/C �.x/ for a.e. x 2 �.
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Therefore, in order to find solutions of our problem it is enough looking for critical
points of the C 1-functional f� W H 1

0 .�;R
N / ! R given by

f�.u/ D
1

2

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dx �

1

p

Z
�

ju C �j
p dx �

Z
�

' � u dx

(we refer the reader to [121, 137] for some recalls of classical critical point theory).

Lemma 4.19. There exists A > 0 such that if u 2 H 1
0 .�;R

N / is a critical point of f�,
then Z

�

ju C �j
p dx � pA

�
f 2
� .u/C 1

�1=2

:

Proof. By Young’s inequality, for each " > 0 there exist ˛"; ˇ" > 0 such that

ju C �j
p�1

j�j � "ju C �j
p

C ˛"j�j
p; ju C �jj'j � "ju C �j

p
C ˇ"j'j

p0

; (4.26)

with 1
p

C
1
p0 D 1. Therefore, if u is a critical point of f�, we get

f�.u/

D f�.u/ �
1

2
f 0
�.u/Œu�

D
�1

2
�

1

p

� Z
�

ju C �j
p dx �

1

2

Z
�

ju C �j
p�2.u C �/ � � dx �

1

2

Z
�

' � u dx

�
p � 2

2p

Z
�

ju C �j
p dx �

1

2

Z
�

ju C �j
p�1

j�j dx �
1

2

Z
�

.ju C �jj'j C j'jj�j/ dx

�
�p � 2

2p
� "

� Z
�

ju C �j
p dx �

1

2

�
˛"k�k

p
p C ˇ"k'k

p0

p0 C k'k2k�k2

�
:

Choosing " such that p � 2 � 2p" > 0, i.e., " 2 �0; 1
2

�
1
p
Œ , we get

pM"f�.u/ �

Z
�

ju C �j
p dx � pM"".p; �; '/;

where M" D
2

p�2�2p"
and

".p; �; '/ D
1

2

�
˛"k�k

p
p C ˇ"k'k

p0

p0 C k'k2k�k2

�
:

At this point, the assertion follows by A �
p

2M" maxf1; ".p; �; '/g. �

Now, let � 2 C 1.R;R/ be a cut function such that �.s/ D 1 for s � 1, �.s/ D 0 for
s � 2 while �2 < �0.s/ < 0 when 1 < s < 2. For each u 2 H 1

0 .�;R
N / let us define

�.u/ D 2pA
�
f 2
� .u/C 1

�1=2

;  .u/ D �
�
�.u/�1

Z
�

ju C �j
p dx

�
; (4.27)

where A is as in Lemma 4.19. Finally, we introduce the modified functional zf� W H 1
0 .�;R

N / !

R in order to apply the techniques used in [29]:

zf�.u/ D
1

2

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dx �

1

p

Z
�

juj
p dx �  .u/

Z
�

�.x;u/ dx ;

with

�.x;u/ D
ju C �jp

p
�

jujp

p
C ' � u :
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Let us provide an estimate for the loss of symmetry of zf�.

Lemma 4.20. There exists ˇ > 0 such thatˇ̌̌
zf�.u/ � zf�.�u/

ˇ̌̌
� ˇ

�
j zf�.u/j

p�1
p C 1

�
for all u 2 supp. /

(here, supp. / is the support of  ).

Proof. First of all, let us show that there exist c1; c2 > 0 such that there results

ˇ̌ Z
�

.ju C �j
p

� juj
p/ dx

ˇ̌
� c1jf�.u/j

p�1
p C c2; (4.28)ˇ̌ Z

�

.ju � �j
p

� juj
p/ dx

ˇ̌
� c1jf�.u/j

p�1
p C c2; (4.29)ˇ̌ Z

�

' � u dx
ˇ̌

� c1jf�.u/j
p�1

p C c2 (4.30)

for all u 2 supp. /. In fact, taken any u 2 H 1
0
.�;R/ it is easy to see that

jju C �j
p

� juj
p

j � p2p�2
ju C �j

p�1
j�j C p2p�2

j�j
p; (4.31)

jju � �j
p

� juj
p

j � p2p�2
ju C �j

p�1
j�j C p22p�3

j�j
p: (4.32)

Hence, by (4.31) we get

ˇ̌ Z
�

.ju C �j
p

� juj
p/ dx

ˇ̌
� p2p�2

k�kp

� Z
�

ju C �j
p dx

� p�1
p

C p2p�2
k�k

p
p ;

while (4.32) implies

ˇ̌̌ Z
�

.ju � �j
p

� juj
p/ dx

ˇ̌̌
� p2p�2

k�kp

� Z
�

ju C �j
p dx

� p�1
p

C p22p�3
k�k

p
p :

Moreover, by Hölder and Young’s inequalities it results

ˇ̌ Z
�

' � u dx
ˇ̌

�

� Z
�

ju C �j
p dx

� p�1
p

C .p � 2/
�

k'kp0

p � 1

� p�1
p�2

C k'k2k�k2:

If, furthermore, we assume u 2 supp. /, it followsZ
�

ju C �j
p dx � 4pA.jf�.u/j C 1/

which implies (4.28), (4.29) and (4.30). Then, again by Young’s inequality, simple calcu-
lations and (4.28), (4.30) give

jf�.u/j � a1j zf�.u/j C a2; (4.33)

for suitable a1; a2 > 0. The assertion follows by combining inequalities (4.28), (4.29),
(4.30) and (4.33). �
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Now, we want to link the critical points of zf� to those ones of f�. To this aim we need
more information about zf 0

�. Taken u 2 H 1
0 .�;R

N /, by direct computations we get

zf 0
�.u/Œu� D.1 C T1.u//

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dx

� .1 �  .u//

Z
�

juj
p dx � . .u/C T1.u//

Z
�

' � u dx

� . .u/C T2.u//

Z
�

ju C �j
p�2.u C �/ � u dx

(4.34)

where T1;T2 W H 1
0
.�;RN / ! R are defined by setting

T1.u/ D 4p2A2�0.ı.u//ı.u/�.u/�2f�.u/

Z
�

�.x;u/ dx;

T2.u/ D p�0.ı.u//�.u/�1

Z
�

�.x;u/ dx C T1.u/ ;

with ı.u/ D �.u/�1
R
�

ju C �jp dx.

Remark 4.21. To point out some properties of the maps T1 and T2 defined above, let us
remark that by (4.28) and (4.30) there exist b1; b2 > 0 such that for all u 2 supp. / it is

jTi.u/j � b1jf�.u/j
� 1

p C b2jf�.u/j
�1 for both i D 1; 2.

Therefore, arguing as in [119] (see also [29, Lemma 2.9]), there exist ˛0;M0 > 0 such
that if M � M0 then

zf�.u/ � M; u 2 supp. / ) f�.u/ � ˛0M I

whence, it results jTi.u/j ! 0 as M ! C1 for i D 1; 2 (trivially, it is T1.u/ D T2.u/ D

0 if u … supp. /).

Theorem 4.22. There exists M1 > 0 such that if u is a critical point of zf� and zf�.u/ �

M1 then u is a critical point of f� and f�.u/ D zf�.u/.

Proof. Let u 2 H 1
0 .�;R

N / be a critical point of zf�. By the definition of  it suffices to
show that, if zf�.u/ � M1 for a large enough M1, then ı.u/ < 1, i.e.,

�.u/�1

Z
�

ju C �j
p dx < 1 :

By (4.34) we have

f�.u/ D f�.u/ �
1

2.1 C T1.u//
zf 0
�.u/Œu�

D �
1

p

Z
�

ju C �j
p dx �

Z
�

' � u dx C
1 �  .u/

2.1 C T1.u//

Z
�

juj
p dx

C
 .u/C T1.u/

2.1 C T1.u//

Z
�

' � u dx C
 .u/C T2.u/

2.1 C T1.u//

Z
�

ju C �j
p�2.u C �/ � u dx

D
�1

2
�

1

p

� Z
�

ju C �j
p dx �

T1.u/ � T2.u/

2.1 C T1.u//

Z
�

juj
p dx

C
1

2

�
 .u/C T2.u/

1 C T1.u/
� 1

� Z
�

.ju C �j
p

� juj
p/ dx
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�
 .u/C T2.u/

2.1 C T1.u//

Z
�

ju C �j
p�2.u C �/ � � dx

�

�
1 �

 .u/C T1.u/

2.1 C T1.u//

� Z
�

' � u dx:

Then, by Remark 4.21 it is possible to choose M1 > 0 so large thatˇ̌̌̌
1 �  .u/

1 C T1.u/

ˇ̌̌̌
� 2 ;

ˇ̌̌̌
 .u/C T1.u/

1 C T1.u/

ˇ̌̌̌
� 2 ;ˇ̌̌̌

 .u/C T2.u/

1 C T1.u/
� 1

ˇ̌̌̌
� 2 ;

ˇ̌̌̌
 .u/C T2.u/

1 C T1.u/

ˇ̌̌̌
� 2 I

so we deduce that for each " > 0 there exist h", z".p; �; '/ > 0 such that

f�.u/ �

�
p � 2

2p
� 2p�2

ˇ̌̌̌
T2.u/ � T1.u/

1 C T1.u/

ˇ̌̌̌
� h"

� Z
�

ju C �j
p dx � z".p; �; '/

where h" ! 0 as " ! 0. At this point, choosing a priori " and M1 in such a way that

2p�2

ˇ̌̌̌
T2.u/ � T1.u/

1 C T1.u/

ˇ̌̌̌
C h" �

p � 2

4p
;

we obtain

f�.u/ �
p � 2

4p

Z
�

ju C �j
p dx � z".p; �; '/ ;

which completes the proof if, as in Lemma 4.19, the constant A taken in the definition
(4.27) is large enough. �

4.8. The Palais-Smale condition. Let us point out that, in the check of the Palais-Smale
condition for semi-linear elliptic systems under the assumption (4.24), an important role is
played by the so called Gårding’s inequality.

Lemma 4.23. Let .um/m be a bounded sequence in H 1
0 .�;R

N / and let .wm/m be a
strongly convergent sequence in H �1.�;RN / such thatZ

�

nX
i;jD1

NX
h;kD1

ahk
ij .x/Diu

m
h Djvk dx D hwm; vi for all v 2 H 1

0
.�;RN /.

Then .um/m has a subsequence .umk /k strongly convergent in H 1
0
.�;RN /.

Proof. First of all, in our setting the following Gårding type inequality holds: taken � as
in (4.24) for each " 2�0; �Œ there exists c" � 0 such thatZ

�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dx � .� � "/kDuk

2
2 � c"kuk

2
2

for all u 2 H 1
0
.�;RN / (see [106, Theorem 6.5.1]). Therefore, fixed " > 0, we have

hwl
� wm;ul

� um
i D

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/Di.u

l
h � um

h /Dj .u
l
k � um

k / dx

� .� � "/kDul
� Dum

k
2
2 � c"kul

� um
k

2
2

for all m; l 2 N. Since um ! u in L2.�;RN /, up to subsequences, we can conclude that
Dum ! Du in L2.�;RN /. �
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Now, let d � 0 be such thatZ
�

� nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk C d juj

2
�

dx �
�

2
kDuk

2
2 (4.35)

for all u 2 H 1
0
.�;RN /.

Lemma 4.24. There exists M2 > 0 such that if .um/m is a .PS/c-sequence of zf� with
c � M2, then .um/m is bounded in H 1

0 .�;R
N /.

Proof. Let M2 > 0 be fixed and consider .um/m, a .PS/c-sequence of zf�, with c � M2,
such that

M2 � zf�.u
m/ � K ;

for a certain K > M2.
First of all, let us remark that if there exists a subsequence .umk /k such that umk …

supp. / for all k 2 N, then it is a Palais-Smale sequence for the symmetric functional

f0.u/ D
1

2

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dx �

1

p

Z
�

juj
p dx

in H 1
0
.�;RN /. Whence, it is easier to prove that such a subsequence is bounded. So, we

can assume um 2 supp. / for all m 2 N. For m 2 N large enough and any % > 0, taken
d as in (4.35) by (4.34) it results

K C %kDum
k2

� zf�.u
m/ � % zf 0

�.u
m/Œum�

D
1

2
.1 � 2% .1 C T1.u

m///

Z
�

� nX
i;jD1

NX
h;kD1

ahk
ij .x/Diu

m
h Dj um

k C d jum
j
2
�
dx

�
d

2
.1 � 2% .1 C T1.u

m/// kum
k

2
2 C

�
%.1 �  .um// �

1

p

� Z
�

jum
j
p dx

C % . .um/C T2.u
m//

Z
�

jum
C �j

p�2.um
C �/ � um dx

C % . .um/C T1.u
m//

Z
�

' � um dx �  .um/

Z
�

�.x;um/ dx:

Since it is p > 2, we can fix, a priori, a constant „ 2�1; p
2
Œ such that, taken � 2�0; 1�2 „

p
Œ ,

% 2� „
p
; 1��

2
Œ and N� 2�0; %.1 �

1
„
/Œ , by Remark 4.21 if M2 is large enough for all m 2 N

we have

jT1.u
m/j < min

˚
1;

1 � �

2%
� 1

	
; jT2.u

m/j < 1 �
1

„
�

N�

%

and then

� < 1 � 2%.1 C T1.u
m// � 1; (4.36)

N� � %.1 C T2.u
m// �

1

p
: (4.37)

So, by (4.35) and (4.36) we obtain

K C %kDum
k2
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�
��

4
kDum

k
2
2 �

d

2
kum

k
2
2 C

�
%.1 � T2.u

m// �
1

p

� Z
�

jum
j
p dx

� .% .1 C jT1.u
m/j/C 1/

Z
�

j'jjum
j dx � % .1 C jT2.u

m/j/

Z
�

jum
C �j

p�1
j�j dx

C

�
% . .um/C T2.u

m// �
 .um/

p

� Z
�

.jum
C �j

p
� jum

j
p/ dx :

Hence, fixed any " > 0, by (4.26), (4.37) and a suitable choice of the positive constants a1

and a"2 there results

K C % kDum
k2 C

d

2
kum

k
2
2

�
��

4
kDum

k
2
2 C . N� � "a1/ kum

k
p
p

C

�
% . .um/C T2.u

m// �
 .um/

p

� Z
�

.jum
C �j

p
� jum

j
p/ dx � a"2:

Let us point out that, as um 2 supp. /, (4.28) and (4.33) imply�Z
�

.jum
C �j

p
� jum

j
p/ dx

�
m2N

is bounded. Whence, p > 2 and a suitable choice of " small enough allow to complete the
proof. �

Lemma 4.25. Let M2 be as in Lemma 4.24 and c � M2. Then, taken any .PS/c-sequence
.um/m for zf�, the sequence

bg.x;um/ D jum
j
p�2um

C  .um/�0.x;um/C  0.um/

Z
�

�.x;um/ dx

admits a convergent subsequence in H �1.�;RN /.

The proof of the above lemma follows the steps in [111, Lemma 3.3].

Theorem 4.26. The functional zf� satisfies the Palais-Smale condition at each level c 2 R

with c � M2, where M2 is as in Lemma 4.24 .

Proof. Let .um/m be a Palais-Smale sequence for zf� at level c � M2. Therefore, .um/m
is bounded in H 1

0 .�;R
N / and by Lemma 4.25, up to a subsequence, .bg.x;um//m is

strongly convergent in H �1.�;RN /. Hence, the assertion follows by Lemma 4.23 applied
to wm D bg.x;um/C zf 0

�.u
m/ where, by assumption, zf 0

�.u
m/ ! 0 in H �1.�;RN /. �

4.9. Comparison of growths for min-max values. In this section we shall build two min-
max classes for zf� and then we compare the growth of the associated min-max values.

Let .�l ;ul /l be a sequence in R � H 1
0 .�;R

N / such that

��ul
k D �lul

k in �

ul
D 0 on @�;

k D 1; : : :N;

with .ul /l orthonormalized. Let us consider the finite dimensional subspaces

V0 WD

D
u0

E
I VlC1 WD Vl ˚ RulC1 for any l 2 N.
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Fixed l 2 N it is easy to check that some constants ˇ1; ˇ2; ˇ3; ˇ4 > 0 exist such that
zf�.u/ � ˇ1kuk

2
1;2 � ˇ2kuk

p
1;2 � ˇ3kuk1;2 � ˇ4 ; for all u 2 Vl .

Then, there exists Rl > 0 such that

u 2 Vl ; kuk1;2 � Rl ) zf�.u/ � zf�.0/ � 0:

Definition 4.27. For any l � 1 we set Dl D Vl \ B.0;Rl /,

�l D
˚
 2 C.Dl ;H

1
0 .�;R

N // W  odd and j@B.0;Rl /
D Id

	
;

and
bl D inf

2�l

max
u2Dl

zf�. .u//:

To prove some estimates on the growth of the levels bl , a result due to Tanaka (cf. [140])
implies the following lemma.

Lemma 4.28. There exist ˇ > 0 and l0 2 N such that

bl � ˇ l
2p

n.p�2/ for all l � l0.

Proof. By (4.35) and simple calculations a1; a2 > 0 exist such that

zf�.u/ �
�

4
kDuk

2
2 � a1kuk

p
p � a2 for all u 2 @B.0;Rl / \ V ?

l�1
.

Then, it is enough to follow the proof of [140, Theorem 1]. �

Now, let us introduce a second class of min-max values to be compared with bl .

Definition 4.29. Taken l 2 N, define

Ul D f� D tulC1
C w W 0 � t � RlC1; w 2 B.0;RlC1/ \ Vl ; k�k1;2 � RlC1g

and

�l D
˚
� 2 C.Ul ;H

1
0 .�;R

N // W �jDl
2 �l and

�j@B.0;RlC1/[..B.0;RlC1/nB.0;Rl //\Vl / D Id
	
:

Assume
cl D inf

�2�l

max
u2Ul

zf�.�.u// :

The following result is the concrete version of Theorem 2.11.

Lemma 4.30. Assume cl > bl � maxfM1;M2g. Taken ı 2�0; cl � bl Œ , let us set

�l .ı/ D
˚
� 2 �l W zf�.�.u// � bl C ı for all u 2 Dl

	
;

cl .ı/ D inf
�2�l .ı/

max
u2Ul

zf�.�.u// :

Then, cl .ı/ is a critical value for zf�.

The proof of the above lemma can be obtained by arguing as in [119, Lemma 1.57].
Now, we prove that the situation cl D bl can not occur for all large l .

Lemma 4.31. Assume that cl D bl for all l � l1. Then there exists  > 0 with bl �  lp .

Proof. Working as in [119, Lemma 1.64] it is possible to prove that

blC1 � bl C ˇ
�
jbl j

p�1
p C 1

�
for all l � l1.

The assertion follows by [15, Lemma 5.3] . �
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Proof of Theorem 4.16. Observe that the inequality 2 < p < 2 nC1
n

implies

p <
2p

n.p � 2/
:

Therefore, by Lemmas 4.28 and 4.31 it follows that there exists a diverging sequence
.ln/n � N such that cln

> bln
for all n 2 N, then Lemma 4.30 implies that .cln

.ı//n

is a sequence of critical values for zf�. Whence, by Theorem 4.22 the functional f� has a
diverging sequence of critical values. �

Remark 4.32. When p goes all the way up to 2�, in a similar fashion, one can prove that
for each � 2 N there exists " > 0 such that .P"�;"';N / has at least � distinct solutions in
M"�. This is possible since there exists ˇ > 0 such thatˇ̌̌

zf "� .u/ � zf "� .�u/
ˇ̌̌

� "ˇ
�
j zf "� .u/j

p�1
p C 1

�
;

for each " > 0 and u 2 supp. /, where zf "� W H 1
0 .�;R

N / ! R is defined by

zf "� .u/ D
1

2

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dxC

�
1

p

Z
�

juj
p dx �  ".u/

Z
�

�".x;u/ dx

with

�".x;u/ D
ju C "�jp

p
�

jujp

p
C "' � u;  ".u/ D �

�
�.u/�1

Z
�

ju C "�j
p dx

�
I

for more details in the scalar case, see [2, 15].

4.10. Bolle’s method for non-symmetric problems. In this section we briefly recall from
[24] the theory devised by Bolle for dealing with problems with broken symmetry.

The idea is to consider a continuous path of functionals starting from the symmetric
functional f0 and to prove a preservation result for min-max critical levels in order to get
critical points also for the end-point functional f1.

Let X be a Hilbert space equipped with the norm k � k and f W Œ0; 1� � X ! R a
C 2-functional. Set f� D f .�; �/ if � 2 Œ0; 1�.

Assume that X D X� ˚ XC and let .el /l�1 be an orthonormal base of XC such that
we can define an increasing sequence of subspaces as follows:

X0 WD X�; XlC1 WD Xl ˚ RelC1 if l 2 N.

Provided that dim.X�/ < C1, let us set

K D f� 2 C.X;X/ W � is odd and �.u/ D u if kuk � Rg

for a fixed R > 0 and
cl D inf

�2K
sup

u2Xl

f0.�.u// :

Assume that
� f satisfies a kind of Palais-Smale condition in Œ0; 1� � X: any ..�m;um//m such

that

.f .�m;um//m is bounded and f 0
�m.u

m/ ! 0 as m ! C1 (4.38)

converges up to subsequences;
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� for any b > 0 there exists Cb > 0 such that

jf� .u/j � b )

ˇ̌̌̌
@

@�
f .�;u/

ˇ̌̌̌
� Cb.kf

0
� .u/k C 1/.kuk C 1/

for all .�;u/ 2 Œ0; 1� � X;
� there exist two continuous maps �1; �2 W Œ0; 1� � R ! R which are Lipschitz

continuous with respect to the second variable and such that �1 � �2. Suppose

�1.�; f� .u// �
@

@�
f .�;u/ � �2.�; f� .u// (4.39)

at each critical point u of f� ;
� f0 is even and for each finite dimensional subspace W of X it results

lim
kuk!C1;u2W

sup
�2Œ0;1�

f .�;u/ D �1 :

Taken for i D 1; 2, let us denote by  i W Œ0; 1� � R ! R the solutions of

@

@�
 i.�; s/ D �i.�;  i.�; s//

 i.0; s/ D s :

Note that  i.�; �/ are continuous, non-decreasing on R and  1 �  2. Set

�1.s/ D sup
�2Œ0;1�

�1.�; s/; �2.s/ D sup
�2Œ0;1�

�2.�; s/ :

In this framework, the following abstract result can be proved.

Theorem 4.33. There exists C 2 R such that if l 2 N then
.a/ either f1 has a critical point zcl with  2.1; cl / <  1.1; clC1/ � zcl ,
.b/ or we have clC1 � cl � C .�1.clC1/C �2.cl /C 1/.

For the proof of the above theorem, see [24, Theorem 3] and [25, Theorem 2.2].

4.11. Application to semi-linear elliptic systems. In this section we want to prove The-
orem 4.16 in a simpler fashion by means of the arguments introduced in Section 6.

For � 2 Œ0; 1�, let us consider the functional f� W H 1
0
.�;RN / ! R defined as

f� .u/ D
1

2

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dx �

1

p

Z
�

ju C ��j
p dx � �

Z
�

' � u dx :

It can be proved that all the previous assumptions are satisfied.

Lemma 4.34. Let ..�m;um//m � Œ0; 1��H 1
0 .�;R

N / be such that condition (4.38) holds.
Then ..�m;um//m converges up to subsequences.

Proof. Let ..�m;um//m be such that (4.38) holds. For a suitable K > 0 and any % > 0 it
is

K C % kDum
k2 � f�m.um/ � %f 0

�m.u
m/Œum�

D
�1

2
� %

� Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/Diu

m
h Dj um

k dx C
�
% �

1

p

� Z
�

jum
C �m�j

pdx

� �m%

Z
�

jum
C �m�j

p�2.um
C �m�/ � � dx
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for all m large enough. Then, fixed any " > 0 and taken d as in (4.35), (4.26) and simple
computations imply

% kDum
k2 C

�1

2
� %/dkum

k
2
2 �

�1

2
� %

��
2

kDum
k

2
2 C

1

2p�1

�
%.1 � "/ �

1

p

�
kum

k
p
p � a"

for a certain a" > 0. Hence, if we fix % 2� 1
p
; 1

2
Œ and " 2�0; 1 �

1
%p
Œ , by this last inequality

it follows that .um/m has to be bounded in H 1
0 .�;R

N /.
So, if we assume wm D f 0

�m.u
m/ C jum C �m�jp�2.um C �m�/ C �m' it is easy to

prove that .wm/m strongly converges in H �1.�;RN /, up to subsequences. Whence,
Lemma 4.23 implies that .um/m has a converging subsequence in H 1

0 .�;R
N /. �

Lemma 4.35. For each b > 0 there exists Cb > 0 such that

jf� .u/j � b )
ˇ̌ @
@�
f .�;u/

ˇ̌
� Cb.kf

0
� .u/k C 1/.kuk1;2 C 1/

for all .�;u/ 2 Œ0; 1� � H 1
0
.�;RN /.

Proof. Fix b > 0. The condition jf� .u/j � b is equivalent toˇ̌̌ Z
�

�1

2

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk �

1

p
ju C ��j

p
� �' � u

�
dx

ˇ̌̌
� b (4.40)

which implies that

�

Z
�

' � u dx �
p

2

Z
�

nX
i;jD1

NX
h;kD1

a
h;k
ij .x/DiuhDj uk dx

�

Z
�

ju C ��j
p dx � .p � 1/ �

Z
�

' � u dx � p b:

(4.41)

So, taken d as in (4.35), we have

�f 0
� .u/Œu� D �

Z
�

nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk dx

C

Z
�

ju C ��j
p�2.u C ��/ � u dx C �

Z
�

' � u dx

�

�p

2
� 1

� Z
�

� nX
i;jD1

NX
h;kD1

ahk
ij .x/DiuhDj uk C d juj

2
�

dx

�

�p

2
� 1

�
d kuk

2
2 �

Z
�

ju C ��j
p�2.u C ��/ � �� dx

� .p � 1/ �

Z
�

' � u dx � p b

� .p � 2/
�

4
kDuk

2
2 �

�p

2
� 1

�
d kuk

2
2

�

Z
�

ju C ��j
p�2.u C ��/ � �� dx � .p � 1/ �

Z
�

' � u dx � p b:

By Hölder inequality there exist c1; c2; c3 > 0 such thatˇ̌̌ Z
�

ju C ��j
p�2.u C ��/ � �� dx

ˇ̌̌
� c1ku C ��k

p�1
p ; (4.42)
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�

' � u dx
ˇ̌̌

� c2ku C ��kp C c3 I (4.43)

while (4.40) implies

ku C ��k
p
p � c4kDuk

2
2 C c5.b/ (4.44)

for suitable c4; c5.b/ > 0. Then, since Young’s inequality yields

c1ku C ��k
p�1
p � "ku C ��k

p
p C zc1."/;

c2ku C ��kp � "ku C ��k
p
p C zc2."/;

(4.45)

for all " > 0 and certain zc1."/; zc2."/ > 0, it can be proved that c6; c7."; b/ > 0 exist such
that

�f 0
� .u/Œu� �

�
.p � 2/

�

4
� "c6

�
kDuk

2
2 � c7."; b/:

So, if " is small enough, some zc6; zc7.b/ > 0 can be find such that

zc6 kDuk
2
2 � zc7.b/ � �f 0

� .u/Œu�: (4.46)

On the other hand, since

@

@�
f .�;u/ D �

Z
�

ju C ��j
p�2.u C ��/ � � dx �

Z
�

' � u dx

by (4.42) and (4.43) it followsˇ̌ @
@�
f .�;u/

ˇ̌
� c8ku C ��k

p�1
p C c9 (4.47)

and then by (4.45) ˇ̌ @
@�
f .�;u/

ˇ̌
� "ku C ��k

p
p C c10."/

for any " > 0 and c8; c9; c10."/ > 0 suitable constants. So, for all " > 0 and a certain
c11."; b/ > 0, (4.44) impliesˇ̌ @

@�
f .�;u/

ˇ̌
� "c4 kDuk

2
2 C c11."; b/: (4.48)

Hence, the proof follows by (4.46), (4.48) and a suitable choice of ". �

Lemma 4.36. If u 2 H 1
0
.�;RN / is a critical point of f� , there exists � > 0 such thatZ
�

ju C ��j
p dx � �

�
f 2
� .u/C 1

�1=2

:

For the proof of the above lemma it suffices to argue as in Lemma 4.19.

Lemma 4.37. At each critical point u of f� the inequality (4.39) holds if �1; �2 are defined
in .�; s/ 2 Œ0; 1� � R as

� �1.�; s/ D �2.�; s/ D C
�
s2

C 1
� p�1

2p

(4.49)

for a suitable constant C > 0.

For the proof of this lemma, it is sufficient to combine (4.47) and Lemma 4.36.
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New proof of Theorem 4.16. Clearly, f0 is an even functional. Moreover, by Lemmas 4.34,
4.35 and 4.37 all the hypotheses of the existence theorem are fulfilled. Now, consider .Vl /l ,
the sequence of subspaces of H 1

0 .�;R
N / introduced in the previous sections. Defined the

set of maps K with X D H 1
0 .�;R

N /, assume

cl D inf
�2K

sup
u2Vl

f0.�.u// :

Simple computations allow to prove that, taken any finite dimensional subspace W of H 1
0

,
some constants ˇ1; ˇ2; ˇ3 > 0 exist such that

f� .u/ � ˇ1kuk
2
1;2 � ˇ2kuk

p
1;2 � ˇ3 for all u 2 W .

Then
lim

kuk1;2!C1;u2W
sup
�2Œ0;1�

f� .u/ D �1:

Hence, Theorem 4.33 applies and, by the choice made in (4.49), the condition .b/ implies
that there exists zC > 0 such that

jclC1 � cl j � zC
�
.cl /

p�1
p C .clC1/

p�1
p C 1

�
; (4.50)

which implies cl � z lp for some z > 0 in view of [15, Lemma 5.3]. Taking into account
Lemma 4.28 we conclude that (4.50) can not hold provided that

2p

n.p � 2/
> p;

namely p 2�2; 2 nC1
n
Œ. Whence, the assertion follows by .a/ of Theorem 4.33. �

4.12. The diagonal case. Now, we want to prove Theorem 4.17. To this aim let us point
out that we deal with the problem

��uk D juj
p�2uk C 'k.x/ in �

u D � on @�

k D 1; : : : ;N

(4.51)

and want to prove that (4.51) has an infinite number of solutions if p 2
�
2; 2n

n�1

�
.

In this case, the functional f� defined in the previous section becomes

f� .u/ D
1

2

Z
�

jruj
2 dx �

1

p

Z
�

ju C ��j
p dx � �

Z
�

' � u dx

where � solves the system (4.25) with ahk
ij D ıhk

ij .
By the regularity assumptions we made on @�, � and ' the following lemma can be

proved.

Lemma 4.38. There exists c > 0 such that if u is a critical point of f� , thenˇ̌̌ Z
@�

�1

2
jrwj

2
�

ˇ̌@w
@n

ˇ̌2
�
d�

ˇ̌̌
� c

Z
�

�
jrwj

2
C jwj

p
C 1

�
dx

where w D u C ��.

Proof. If u 2 H 1
0 .�;R

N / is such that f 0
�
.u/ D 0, then some regularity theorems imply

that u is a classical solution of the problem

��uk D ju C ��j
p�2.uk C ��/C �'k in �

u D 0 on @�
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k D 1; : : : ;N;

then w D u C �� 2 C 2.�;RN / solves the elliptic system

��wk D jwj
p�2wk C �'k in �

wk D ��k on @�

k D 1; : : : ;N:

(4.52)

Taken ı > 0, let us consider a cut function z� 2 C 1.R;R/ such that z�.s/ D 1 for s � 0

and z�.s/ D 0 for s � ı. Moreover, taken any x 2 RN , let d.x; @�/ be the distance of x

from the boundary of �. Let us point out that, since � is smooth enough, ı can be chosen
in such a way that d.�; @�/ is of class C 2 on

� \ fx 2 Rn
W d.x; @�/ < ıg;

and bn.x/ D rd.x; @�/ coincides on @� with the inner normal. So, defined g W RN ! R

as g.x/ D z�.d.x; @�//, for each k D 1; : : : ;N let us multiply the k-th equation in (4.52)
by g.x/rwk � bn.x/. Hence, working as in [25, Lemma 4.2] and summing up with respect
to k, we get

NX
kD1

Z
�

��wk g.x/rwk � bn dx D

Z
@�

�1

2
jrwj

2
�

ˇ̌̌̌
@w

@n

ˇ̌̌̌2 �
d� C O

�
krwk

2
2

�
;

NX
kD1

Z
�

jwj
p�2wk g.x/rwk � bn dx D

�p

p

Z
@�

j�j
p d� C O

�
kwk

p
p

�
;

NX
kD1

Z
�

�'k.x/ g.x/rwk � bn dx D �2

Z
@�

' � � d� C O
�
kwkp

�
:

Whence, the proof follows by putting together these identities. �

With the stronger assumptions we made in this section, the estimates in Lemma 4.37
can be improved.

Lemma 4.39. At each critical point u of f� the inequality (4.39) holds if �1; �2 are defined
in .�; s/ 2 Œ0; 1� � R as

��1.�; s/ D �2.�; s/ D C
�
s2

C 1
�1=4

for a suitable constant C > 0.

Proof. Let u be a critical point of f� . Then,

@

@�
f .�;u/ D

Z
@�

@u

@n
� � d� C

Z
�

' � .�� � u/ dx I

so, taking into account Lemma 4.38, it is enough to argue as in [25, Lemma 4.3]. �

Proof of Theorem 4.17. Arguing as in the proof of Theorem 4.16, we have that the proof
of Theorem 4.17 follows by Theorem 4.33 since also in this case the condition .b/ can not
occur. Let us point out that, by Lemma 4.39, the incompatibility condition is 2p

n.p�2/
> 2,

i.e. p 2
�
2; 2n

n�1

�
. �
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5. PROBLEMS OF JUMPING TYPE

We refer the reader to [80, 81]. Some parts of these publications have been slightly
modified to give this collection a more uniform appearance.

5.1. Fully nonlinear elliptic equation. Let us consider the semi-linear elliptic problem

�

nX
i;jD1

Dj .aij .x/Diu/ D g.x;u/C ! in �

u D 0 on @� ;

(5.1)

where � is a bounded domain in Rn, ! 2 H �1.�/ and g W � � R ! R satisfies

lim
s!�1

g.x; s/

s
D ˛ ; lim

s!C1

g.x; s/

s
D ˇ: (5.2)

Let us denote by .�h/ the eigenvalues of the linear operator on H 1
0
.�/

u 7! �

nX
i;jD1

Dj .aij .x/Diu/:

Since 1972, this jumping problem has been widely investigated in the case when some
eigenvalue �h belongs to the interval �ˇ; ˛Œ (see e.g. [99, 101, 125] and references therein),
starting from the pioneering paper [4] of Ambrosetti and Prodi.

On the other hand, since 1994, several efforts have been devoted to study existence of
weak solutions of the quasi-linear problem

�

nX
i;jD1

Dj .aij .x;u/Diu/C
1

2

nX
i;jD1

Dsaij .x;u/DiuDj u D g.x;u/C ! in �

u D 0 on @� ;

(5.3)

via techniques of non-smooth critical point theory (see e.g. [8, 32, 36, 49, 138]).
In particular, a jumping problem for the previous equation has been treated in [31].

More recently, existence for the Euler’s equations of multiple integrals of calculus of vari-
ations

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D g.x;u/C ! in �

u D 0 on @� ;
(5.4)

have also been considered in [6] and in [113, 133] via techniques developed in [36]. In this
section we see how the results of [31] may be extended to the more general elliptic problem
(5.4). We shall approach the problem from a variational point of view, that is looking for
critical points for continuous functionals f W W

1;p
0 .�/ ! R of type

f .u/ D

Z
�

L.x;u;ru/ dx �

Z
�

G.x;u/ dx � h!;ui:

We point out that, in general, these functionals are not even locally Lipschitzian, so that
classical critical point theory fails. Then we shall refer to non-smooth critical point theory,
In our main result (Theorem 5.1) we shall prove existence of at least two solutions of the
problem by means of a classical min-max theorem in its non-smooth version.
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5.2. The main result. We assume that � is a bounded domain of Rn; 1 < p < n, ! 2

W �1;p0

.�/ and L W � � R � Rn ! R is measurable in x for all .s; �/ 2 R � Rn and
of class C 1 in .s; �/ a.e. in �. Moreover, the function L.x; s; �/ is strictly convex and
for each t 2 R L.x; s; t�/ D jt jpL.x; s; �/ for a.e. x 2 � and for all .s; �/ 2 R � Rn.
Furthermore, we assume that:

� There exist � > 0 and b1 2 R such that:

�j�jp � L.x; s; �/ � b1j�jp ; (5.5)

for a.e. x 2 � and for all .s; �/ 2 R � Rn;
� there exist b2; b3 2 R such that:

jDsL.x; s; �/j � b2j�jp;

for a.e. x 2 � and for all .s; �/ 2 R � Rn andˇ̌
r�L.x; s; �/

ˇ̌
� b3j�jp�1; (5.6)

for a.e. x 2 � and for all .s; �/ 2 R � Rn ;
� there exist R > 0 and a bounded Lipschitzian function # W R ! Œ0;C1Œ such

that:
jsj � R ) sDsL.x; s; �/ � 0 ; (5.7)

sDsL.x; s; �/ � s# 0.s/r�L.x; s; �/ � � ; (5.8)

for a.e. x 2 � and s 2 R and for all � 2 Rn. Without loss of generality, we may
take assume that #.s/ ! # as s ! ˙1 ;

� g.x; s/ is a Carathéodory function and G.x; s/ D
R s

0
g.x; �/ d� . We assume that

there exist a 2 Lnp=.n.p�1/Cp/.�/ and b 2 Ln=p.�/ such that:

jg.x; s/j � a.x/C b.x/jsj
p�1 ; (5.9)

for a.e. x 2 � and all s 2 R. Moreover, there exist ˛; ˇ 2 R such that

lim
s!�1

g.x; s/

jsjp�2s
D ˛ ; lim

s!C1

g.x; s/

jsjp�2s
D ˇ ; (5.10)

for a.e. x 2 �.
Let us now suppose that

lim
s!C1

L.x; s; �/ D lim
s!�1

L.x; s; �/

(both limits exist by (5.7)) and denote by L1.x; �/ the common value, that we shall as-
sume to be of the form a.x/j�jp with a 2 L1.�/. Moreover, assume that

sh ! C1; �h ! � ) r�L.x; sh; �h/ ! r�L1.x; �/: (5.11)

Let

�1 D min
n
p

Z
�

L1.x;ru/ dx W u 2 W
1;p

0 .�/;

Z
�

juj
p dx D 1

o
; (5.12)

be the first eigenvalue of
˚
u 7�! � div

�
r�L1.x;ru/

�	
.

Observe that by [6, Lemma 1.4] the first eigenfunction �1 belongs to L1.�/ and by
[143, Theorem 1.1] is strictly positive.

Under the previous assumptions, we consider problem (5.4) in the case ! D t�
p�1
1 C

!0, with !0 2 W �1;p0

.�/ and t 2 R. The following is our main result.
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Theorem 5.1. If ˇ < �1 < ˛ then there exist t 2 R and t 2 R such that the problem

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D g.x;u/C t�

p�1
1

C !0 in �

u D 0 on @�
(5.13)

has at least two weak solutions in W
1;p

0 .�/ for t > t and no solutions for t < t .

This result extends [31, Corollary 2.3] dealing with the case p D 2 and

L.x; s; �/ D
1

2

nX
i;jD1

aij .x; s/�i�j � G.x; s/

for a.e. x 2 � and for all .s; �/ 2 R � Rn.
In this particular case, existence of at least three solutions has been recently proved in

[34] assuming ˇ < �1 and ˛ > �2 where �1 and �2 are the first and second eigenvalue
of the operator

u 7! �

nX
i;jD1

Dj .Aij Diu/:

In our general setting we only have existence of the first eigenvalue �1 and it is not clear
how to define higher order eigenvalues �2; �3; : : : . Therefore in our case the comparison
of ˛ and ˇ with such eigenvalues is still not possible.

5.3. The concrete Palais-Smale condition. The following result is one of the main tool
of the section.

Lemma 5.2. Let .uh/ be a sequence in W
1;p

0 .�/ and .%h/ � �0;C1Œ with %h ! C1 be
such that

vh D
uh

%h

* v in W
1;p

0 .�/:

Let h *  in Ln=p.�/ with jh.x/j � c.x/ for some c 2 Ln=p.�/. Moreover, let

�h ! � in Lnp0=.nCp0/.�/; ıh ! ı in W �1;p0

.�/

be such that for each ' 2 C 1
c .�/:Z

�

r�L.x;uh;ruh/ � r' dx C

Z
�

DsL.x;uh;ruh/' dx

D

Z
�

hjuhj
p�2uh' dx C %

p�1

h

Z
�

�h' dx C hıh ; 'i:

(5.14)

Then, the following facts hold:

.a/ .vh/ is strongly convergent to v in W
1;p

0 .�/ ;
.b/ .hjvhjp�2vh/ is strongly convergent to  jvjp�2v in W �1;p0

.�/ ;
.c/ there exist �C; �� 2 L1.�/ such that:

�C.x/ D

(
exp

n
�#

o
if v.x/ > 0

expfMRg if v.x/ < 0 ;

expf�#g � �C.x/ � expfMRg if v.x/ D 0 ;

and

��.x/ D

(
exp

n
�#

o
if v.x/ < 0

expfMRg if v.x/ > 0 ;
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expf�#g � ��.x/ � expfMRg if v.x/ D 0 ;

and such that for every ' 2 W
1;p

0 .�/ with ' � 0:Z
�

�C
r�L1.x;rv/ � r' dx �

Z
�

�C
jvj

p�2v' dx C

Z
�

��C' dx ;Z
�

��
r�L1.x;rv/ � r' dx �

Z
�

��
jvj

p�2v' dx C

Z
�

���' dx:

Proof. Arguing as in [31, Lemma 3.1], .b/ immediately follows. Let us now prove .a/. Up
to a subsequence, vh.x/ ! v.x/ for a.e. x 2 �. Consider now the function � W R ! R

defined by

�.s/ D

8̂̂̂<̂
ˆ̂:

M s if 0 < s < R

MR if s � R

�M s if � R < s < 0

MR if s � �R ;

(5.15)

where M 2 R is such that for a.e. x 2 �; each s 2 R and � 2 Rn

jDsL.x; s; �/j � M r�L.x; s; �/ � �: (5.16)

By [133, Proposition 3.1], we may choose in (5.14) the functions ' D vh expf�.uh/g

yieldingZ
�

r�L.x;uh;ruh/ � rvh expf�.uh/g dx

C

Z
�

�
DsL.x;uh;ruh/C �0.uh/r�L.x;uh;ruh/ � ruh

�
vh expf�.uh/g dx

D

Z
�

hjuhj
p�2uhvh expf�.uh/g dx C %

p�1

h

Z
�

�hvh expf�.uh/g dx

C hıh; vh expf�.uh/gi:

Therefore, taking into account conditions (5.7) and (5.16), we have

%
p�1

h

Z
�

r�L.x;uh;rvh/ � rvh expf�.uh/g dx

� %
p�1

h

Z
�

hjvhj
p expf�.uh/g dx C %

p�1

h

Z
�

�hvh expf�.uh/g dx

C hıh; vh expf�.uh/gi :

After division by %p�1

h
, using the hypotheses on h; �h and ıh, we obtain

lim sup
h

Z
�

r�L.x;uh;rvh/ � rvh expf�.uh/g dx

� expfMRg

�Z
�

 jvj
p dx C

Z
�

�v dx

�
:

(5.17)

Now, let us consider the function #1 W R ! R given by

#1.s/ D

8̂<̂
:
#.s/ if s � 0

M s if � R � s � 0

�MR if s � �R ;

(5.18)
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with # satisfying (5.8). Considering in (5.14) the functions .vC ^ k/ expf�#1.uh/g with
k 2 N; we obtainZ

�

r�L.x;uh;rvh/ � r.vC
^ k/ expf�#1.uh/g dx

C
1

%
p�1

h

Z
�

�
DsL.x;uh;ruh/ � # 0

1.uh/r�L.x;uh;ruh/ � ruh

�
� .vC

^ k/ expf�#1.uh/g dx

D

Z
�

hjvhj
p�2vh.v

C
^ k/ expf�#1.uh/g dx C

Z
�

�h.v
C

^ k/ expf�#1.uh/g dx

C
1

%h
p�1

˝
ıh; .v

C
^ k/ expf�#1.uh/g

˛
:

(5.19)
By (5.7), (5.8) and (5.16) it results that for each h 2 N�

DsL.x;uh;ruh/ � # 0
1.uh/r�L.x;uh;ruh/ � ruh

�
.vC

^ k/ expf�#1.uh/g � 0:

Taking into account assumptions (5.11) and (5.6), we may apply [54, Theorem 5] and
deduce that

a.e. in � n fv D 0g W rvh.x/ ! rv.x/:

Being uh.x/ ! C1 a.e. in � n fv D 0g, again recalling (5.11), we have

a.e. in � n fv D 0g W r�L.x;uh.x/;rvh.x// ! r�L1.x;rv.x//:

By combining this pointwise convergence with (5.6), we obtain

r�L.x;uh;rvh/ * r�L1.x;rv/ in Lp0

.�/: (5.20)

Therefore, for each k 2 N we have

lim
h

r�L.x;uh;rvh/ � r.vC
^ k/ expf�#1.uh/g

D r�L1.x;rv/ � r.vC
^ k/ expf�#g ;

strongly in L1.�/,

lim
h
.vC

^ k/ expf�#1.uh/g D .vC
^ k/ expf�#g ;

weakly in W
1;p

0
.�/, using .b/

lim
h
hjvhj

p�2vh.v
C

^ k/ expf�#1.uh/g D  jvj
p�2v.vC

^ k/ expf�#g ;

strongly in L1.�/ and

lim
h

1

%
p�1

h

.vC
^ k/ expf�#1.uh/g D 0 ;

weakly in W
1;p

0
.�/. Therefore, letting h ! C1 in (5.19), for each k 2 N we getZ

�

r�L1.x;rv/ � r.vC
^ k/ expf�#g dx

�

Z
�

 jvj
p�2v.vC

^ k/ expf�#g dx C

Z
�

�.vC
^ k/ expf�#g dx:
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Finally, if we let k ! C1, after division by expf�#g, we haveZ
�

r�L1.x;rv
C/ � rvC dx �

Z
�

 jvj
p�2.vC/2 dx C

Z
�

�vC dx: (5.21)

Analogously, if we define a function #2 W R ! R by

#2.s/ D

8̂<̂
:
#.s/ if s � 0

�M s if 0 � s � R

�MR if s � R;

and consider in (5.14) the test functions .v� ^ k/ expf�#2.uh/g with k 2 N, we obtainZ
�

r�L1.x;rv/ � rv�dx � �

Z
�

 jvj
p�2.v�/2 dx C

Z
�

�v�dx: (5.22)

Thus, combining (5.21) and (5.22) yieldsZ
�

r�L1.x;rv/ � rv dx �

Z
�

 jvj
p dx C

Z
�

�v dx: (5.23)

Finally, putting together (5.17) and (5.23), we conclude

lim sup
h

Z
�

r�L.x;uh;rvh/ � rvh expf�.uh/g dx

� expfMRg

Z
�

r�L1.x;rv/ � rv dx:

In particular, by Fatou’s Lemma, it results

expfMRg

Z
�

r�L1.x;rv/ � rv dx

� lim inf
h

Z
�

r�L.x;uh;rvh/ � rvh expf�.uh/g dx

� expfMRg

Z
�

r�L1.x;rv/ � rv dxI

namely,

r�L.x;uh;rvh/ � rvh expf�.uh/g ! expfMRgr�L1.x;rv/ � rv:

L1.�/. Therefore, since �jrvhjp � r�L.x;uh;rvh/ � rvh expf�.uh/g, again thanks to
Fatou’s Lemma, we conclude that

lim sup
h

Z
�

jrvhj
p dx �

Z
�

jrvj
p dx;

and the proof of .a/ is concluded.
Let us now prove assertion .c/. Up to a subsequence, expf�#1.uh/g weakly� converges

in L1.�/ to some �C. Of course, we have

�C.x/ D

(
exp

n
�#

o
if v.x/ > 0

expfMRg if v.x/ < 0;

expf�#g � �C.x/ � expfMRg if v.x/ D 0:

Then, let us consider in (5.14) as test functions:

' expf�#1.uh/g; ' 2 C 1
c .�/; ' � 0:
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Whence, like in the previous argument, we obtainZ
�

�C
r�L1.x;rv/ � r' dx �

Z
�

�C
jvj

p�2v' dx C

Z
�

��C' dx;

for any positive ' 2 W
1;p

0
.�/. Similarly, by means of the test functions

' expf�#2.uh/g; ' 2 C 1
c .�/; ' � 0;

we get for any positive ' 2 W
1;p

0
.�/Z

�

��
r�L1.x;rv/ � r' dx �

Z
�

��
jvj

p�2v' dx C

Z
�

���' dx;

where �� is the weak� limit of some subsequence of expf�#2.uh/g. �

Consider now

g0.x; s/ D g.x; s/ � ˇjsj
p�2sC

C ˛jsj
p�2s�; G0.x; s/ D

Z s

0

g0.x; �/ d�:

Of course, g0 is a Carathéodory function satisfying for a.e. x 2 � and for all s 2 R

lim
jsj!1

g0.x; s/

jsjp�2s
D 0; jg0.x; s/j � a.x/C zb.x/jsj

p�1 ;

with zb 2 Ln=p.�/. Since we are interested in weak solutions u 2 W
1;p

0 .�/ of the equa-
tions

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D g.x;u/C t�

p�1
1

C !0 ;

let us define the associated functional ft W W
1;p

0 .�/ ! R, by setting

ft .u/ D

Z
�

L.x;u;ru/ dx �
ˇ

p

Z
�

.uC/p dx �
˛

p

Z
�

.u�/p dx

�

Z
�

G0.x;u/ dx � jt jp�2t

Z
�

�
p�1
1 u dx � h!0;ui:

Lemma 5.3. Let .uh/ a sequence in W
1;p

0 .�/ and %h ��0;C1Œ with %h ! C1. Assume
that the sequence .uh

%h
/ is bounded in W

1;p
0 .�/. Then

g0.x;uh/

%
p�1

h

! 0 in L
np0

nCp0 .�/;
G0.x;uh/

%
p

h

! 0 in L1.�/:

For the proof of the above lemma, argue as in [31, Lemma 3.3]. We now recall from
[133] a compactness property of .CPS/c-sequences.

Theorem 5.4. Let .uh/ be a bounded sequence in W
1;p

0 .�/ and set

hwh; vi D

Z
�

r�L.x;uh;ruh/ � rv dx C

Z
�

DsL.x;uh;ruh/v dx; (5.24)

for all v 2 C 1
c .�/. If .wh/ is strongly convergent to some w in W �1;p0

.�/; then .uh/

admits a strongly convergent subsequence in W
1;p

0 .�/.

For the proof of the above theorem, see [133, Theorem 3.4].

Lemma 5.5. For each c; t 2 R the following assertions are equivalent:
.a/ ft satisfies the .CPS/c condition ;
.b/ every .CPS/c-sequence for ft is bounded in W

1;p
0 .�/.
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Proof. .a/ ) .b/. It is trivial. .b/ ) .a/. Let .uh/ be a .CPS/c-sequence for ft . Since
.uh/ is bounded in W

1;p
0 .�/, and the map

u 7�! g.x;u/C t�
p�1
1

C !0 ;

is completely continuous by (5.9), up to a subsequence .g.x;uh/Ct�
p�1
1

C!0/ is strongly

convergent in L
np0

nCp0 .�/, hence in W �1;p0

.�/. �

We now come to one of the main tool of this section.

Theorem 5.6. Let c; t 2 R. Then ft satisfies the .CPS/c condition.

Proof. If .uh/ is a .CPS/c-sequence for ft , we have ft .uh/ ! c and for all v 2 C 1
0 .�/:Z

�

r�L.x;uh;ruh/ � rv dx C

Z
�

DsL.x;uh;ruh/v dx

� ˇ

Z
�

.uC

h
/p�1v dx C ˛

Z
�

.u�
h /

p�1v dx �

Z
�

g0.x;uh/v dx � jt jp�2t

Z
�

�1v dx

D h!0 C �h; vi;

where �h ! 0 in W �1;p0

.�/. Taking into account Theorem 5.4, by Lemma 5.5 it suffices
to show that .uh/ is bounded in W

1;p
0

.�/. Assume by contradiction that, up to a subse-
quence, kuhk1;p ! C1 as h ! C1 and set vh D uhkuhk�1

1;p . By Lemma 5.3, we can
apply Lemma 5.2 choosing

h.x/ D

(
ˇ if uh.x/ � 0

˛ if uh.x/ < 0;
%h D kuhk1;p;

�h D
g0.x;uh/

kuhk
p�1
1;p

; ıh D jt jp�2t�1 C !0 C �h:

Then, up to a subsequence, .vh/ strongly converges to some v in W
1;p

0
.�/. Moreover,

putting ' D vC in .c/ of Lemma 5.2, we getZ
�

��
r�L1.x;rv

C/ � rvC dx �

Z
�

ˇ��.vC/p dx ;

hence, taking into account (5.12), we have

�1

Z
�

.vC/p dx �

Z
�

r�L1.x;rv
C/ � rvC dx � ˇ

Z
�

.vC/p dx:

Since ˇ < �1, then vC D 0. By using again the first inequality in .c/ of Lemma 5.2, for
each ' � 0 we getZ

�

�C
r�L1.x;rv/ � r' dx � ˛

Z
�

�C
jvj

p�2v' dx:

namely, since v � 0, we haveZ
�

r�L1.x;rv/ � r' dx � ˛

Z
�

jvj
p�2v' dx:

In a similar way, by the second inequality in .c/ of Lemma 5.2 we getZ
�

r�L1.x;rv/ � r' dx � ˛

Z
�

jvj
p�2v' dx:
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Therefore, Z
�

r�L1.x;rv/ � r' dx D ˛

Z
�

jvj
p�2v' dx ;

which, in view of [95, Remark 1, pp. 161] is impossible if ˛ differs from �1. �

5.4. Min-Max estimates. Let us introduce the “asymptotic functional” f1 W W
1;p

0 .�/ !

R by setting

f1.u/ D

Z
�

L1.x;ru/ dx �
ˇ

p

Z
�

.uC/p dx �
˛

p

Z
�

.u�/p dx �

Z
�

�
p�1
1

u dx:

Then consider the functional zft W W
1;p

0 .�/ ! R given by

zft .u/ D

Z
�

L.x; tu;ru/ dx �
ˇ

p

Z
�

.uC/p dx �
˛

p

Z
�

.u�/p dx

�

Z
�

G0.x; tu/

tp
�

Z
�

�
p�1
1 u dx �

h!0;ui

tp�1
:

Theorem 5.7. The following facts hold:

.a/ Assume that .th/ ��0;C1Œ with th ! C1 and uh ! u in W
1;p

0
.�/. Then

lim
h

zfth.uh/ D f1.u/:

.b/ Assume that .th/ ��0;C1Œ with th ! C1 and uh * u in W
1;p

0 .�/. Then

f1.u/ � lim inf
h

zfth.uh/:

.c/ Assume that .th/ ��0;C1Œ with th ! C1, uh * u in W
1;p

0
.�/ and

lim sup
h

zfth.uh/ � f1.u/:

Then .uh/ strongly converges to u in W
1;p

0
.�/.

Proof. .a/ It is easy to prove. .b/ Since uh ! u in Lp.�/, it is sufficient to prove thatZ
�

L1.x;ru/ dx � lim inf
h

Z
�

L.x; thuh;ruh/ dx:

Let us define the Carathéodory function zL W � � R � Rn ! R by setting

zL.x; s; �/ WD

(
L.x; tan.s/; �/ if jsj < �

2

L1.x; �/ if jsj �
�
2
:

Note that zL � 0 and zL.x; s; �/ is convex. Up to a subsequence we have

thuh ! z a.e. in �nfu D 0g; ruh * ru in Lp.�nfu D 0g/;

and
arctan.thuh/ ! arctan.z/ in Lp.�nfu D 0g/:

Therefore, by [86, Theorem 1] we deduce thatZ
�nfuD0g

zL.x; arctan.z/;ru/ dx � lim inf
h

Z
�nfuD0g

zL.x; arctan.thuh/;ruh/ dx ;

that implies Z
�

L1.x;ru/ dx D

Z
�nfuD0g

L1.x;ru/ dx
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� lim inf
h

Z
�nfuD0g

L.x; thuh;ruh/ dx

D lim inf
h

Z
�

L.x; thuh;ruh/ dx:

Let us now prove .c/. As above, we obtain

lim inf
h

Z
�

L

�
x; thuh;

1

2
ruh C

1

2
ru

�
dx �

Z
�

L1.x;ru/ dx:

Since we have

lim
h

Z
�

L.x; thuh;ru/ dx D

Z
�

L1.x;ru/ dx

and

lim sup
h

Z
�

L.x; thuh;ruh/ dx �

Z
�

L1.x;ru/ dx ; (5.25)

we get

lim sup
h

Z
�

.L.x; thuh;ruh/ � L.x; thuh;ru// dx � 0:

On the other hand, the strict convexity implies that for each h 2 N

1

2
L.x; thuh;ruh/C

1

2
L.x; thuh;ru/ �

1

2
L

�
x; thuh;

1

2
ruh C

1

2
ru

�
> 0:

Therefore, the previous limits yieldZ
�

�
1

2
L.x; thuh;ruh/C

1

2
L.x; thuh;ru/ �

1

2
L

�
x; thuh;

1

2
ruh C

1

2
ru

��
dx

! 0:

In particular, up to a subsequence, we have
1

2
L.x; thuh;ruh/C

1

2
L.x; thuh;ru/ �

1

2
L

�
x; thuh;

1

2
ruh C

1

2
ru

�
! 0;

a.e. in �. It easily verified that this can be true only if

ruh.x/ ! ru.x/ for a.e. x 2 �:

Then we have
1

�
L.x; thuh;ruh.x// !

1

�
L1.x;ru.x// for a.e. x 2 �:

Taking into account (5.25), we deduce
1

�

Z
�

L.x; thuh;ruh/ dx !
1

�

Z
�

L1.x;ru/ dx;

that by �jruhjp � L.x; thuh;ruh/ yields

lim
h

Z
�

jruhj
p dx D

Z
�

jruj
p dx;

namely the convergence of uh to u in W
1;p

0 .�/. �

Remark 5.8. Assume that ˇ < �1 < ˛. Then the following facts hold:

.a/ f 0
1.�1/.�1/ D 0 ;

.b/ lims!�1 f1.s�1/ D �1, where we have set �1 D
�1

.�1�ˇ/
1

p�1

.
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Proof. .a/ It is easy to prove. .b/ A direct computation yields that for s < 0

f1.s�1/ D
�1 � ˛

p
jsj

p
� s:

Since ˛ > �1; assertion .b/ follows. �

Lemma 5.9. For every M > 0 there exists % > 0 such that for each w 2 W
1;p

0
.�/ with

kw � �1k1;p � % we haveZ
�

L1.x;�rw�/ dx � M

Z
�

.w�/p dx:

For the proof of the above lemma, we argue as in [31, Lemma 4.1].

Lemma 5.10. There exists r > 0 such that
.a/ for each w 2 W

1;p
0 .�/, kw � �1k1;p � r ) f1.w/ � f1.�1/ ;

.b/ for each w 2 W
1;p

0 .�/, kw � �1k1;p D r ) f1.w/ > f1.�1/.

Proof. Let us fix a u 2 W
1;p

0 .�/ and define �u W�0;C1Œ! R by setting �u.t/ D f1.tu/.
It is easy to verify that �u assumes the minimum value:

M.u/ D �
�
1 �

1

p

�� 1

p

� 1
p�1

�

h R
�
�

p�1
1 u dx

i p
p�1

h R
�

L1.x;ru/ dx �
ˇ
p

R
�
.uC/p dx �

˛
p

R
�
.u�/p dx

i 1
p�1

:

Moreover, a direct computation yields for each u 6D �1

f1.�1/ < M.u/ (5.26)

if and only if

p

Z
�

L1.x;ru/ dx > ˇ

Z
�

.uC/p dx C ˛

Z
�

.u�/p dx C .�1 � ˇ/
h Z

�

�
p�1
1

u dx
ip

:

(5.27)
If we now set W D

n
u 2 W

1;p
0 .�/ W

R
�
�

p�1
1 u dx D 0

o
; we obtain

W
1;p

0
.�/ D span.�1/˚ W: (5.28)

Let us now prove that (5.27) is fulfilled in a neighborhood of �1. Since (5.27) is homoge-
neous of degree p, we may substitute �1 with �1. Let us first consider the case p � 2 and
ˇ > 0. In view of (5.28), by strict convexity, there exists "p > 0 such that for any w 2 W

ˇ

Z
�

..�1 C w/C/p dx C .�1 � ˇ/

Z
�

�
p
1 dx

� ˇ

Z
�

..�1 C w/C/p dx C .�1 � ˇ/

Z
�

j�1 C wj
p dx � .�1 � ˇ/"p

Z
�

jwj
p dx

�
ˇ

�1

p

Z
�

L1.x;r.�1 C w/C/ dx C
�1 � ˇ

�1

p

Z
�

L1.x;r.�1 C w// dx

� .�1 � ˇ/"p

Z
�

jwj
p dx:

(5.29)
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On the other hand, by Lemma (5.9), for a sufficiently large M we get

˛

Z
�

..�1 C w/�/p dx �
1

M

Z
�

L1.x;�r.�1 C w/�/ dx

�
ˇ

�1

p

Z
�

L1.x;�r.�1 C w/�/ dx ;

(5.30)

for kwk1;p small enough. By combining (5.29) and (5.30) we obtain

ˇ

Z
�

..�1 C w/C/p dx C ˛

Z
�

..�1 C w/�/p dx C .�1 � ˇ/

Z
�

�
p
1

dx

� p

Z
�

L1.x;r.�1 C w// dx � .�1 � ˇ/"p

Z
�

jwj
p dx:

(5.31)

Therefore, (5.27) holds in a neighborhood of �1. In view of (4.4) of [95, Lemma 4.2], the
case 1 < p < 2 may be treated in a similar fashion. Let us now note thatZ

�

j�1 C wj
p dx �

Z
�

�
p
1

dx 8w 2 W:

In the case ˇ � 0, we have

ˇ

Z
�

�
.�1 C w/C

�p
dx C ˛

Z
�

..�1 C w/�/p dx C .�1 � ˇ/

Z
�

�
p
1 dx

�
�1

2

Z
�

j�1 C wj
p dx C .˛ � ˇ/

Z
�

..�1 C w/�/p dx C
�
�1 �

�1

2

� Z
�

�
p
1 dx

so that we reduce to (5.31). �

Proposition 5.11. Let r > 0 as in Lemma 5.10. Then there exist t 2 RC and � > 0 such
that for each t � t and w 2 W

1;p
0

.�/

kw � �1k1;p D r ) zft .w/ � f1.�1/C �:

Proof. By contradiction, let .th/ � R and .wh/ � W
1;p

0 .�/ such that th � h and

kwh � �1k1;p D r; zfth.wh/ < f1.�1/C
1

h
: (5.32)

Up to a subsequence we have wh * w with kw � �1k1;p � r . Then, by (5.32) and .a/ of
the previous Lemma we get

lim sup
h

zfth.wh/ � f1.�1/ � f1.w/: (5.33)

In view of .c/ of Theorem 5.7, wh strongly converges to w and then kw � �1k1;p D r . By
combining (5.33) with .b/ of Lemma 5.10, we get a contradiction. �

Proposition 5.12. Let � and t be as in the previous proposition. Then there exists zt � t

such that for each t � zt there exist vt ; wt 2 W
1;p

0
.�/ with

kvt � �1k1;p < r; ft .vt / �
�

2
C f1.�1/; (5.34)

kwt � �1k1;p > r; ft .wt / �
�

2
C f1.�1/: (5.35)

Moreover, sups2Œ0;1� ft .svt C .1 � s/wt / < C1.
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Proof. We argue by contradiction. Set zt D t C h and suppose that there exists .th/ � R

with th � zt such that for every vth and wth in W
1;p

0 .�/,

kvth � �1k1;p < r; fth.vth/ >
�

2
C f1.�1/;

kwth � �1k1;p > r; fth.wth/ >
�

2
C f1.�1/:

Take now .zh/ going strongly to �1 in W
1;p

0
.�/. By .a/ of Theorem 5.7 we have zfth.zh/ !

f1.�1/. On the other hand eventually kzh � �1k1;p < r and fth.zh/ �
�
2

C f1.�1/; that
contradicts our assumptions. Recalling .b/ of Remark 5.8, by arguing as in the previous
step, it is easy to prove (5.35). The last statement is straightforward. �

5.5. Proof of the main result. We now come to the proof of the main result of the section.

Proof of Theorem 5.1. From Theorem 5.6 we know that ft satisfies the .CPS/c condition
for any c 2 R. By Proposition 5.11 and Proposition 5.12 we may apply Theorem 2.9 with
u0 D �1 and obtain existence of at least two weak solutions u 2 W

1;p
0 .�/ of problem

(5.13) for t > t for a suitable t .
Let us now prove that there exists t such that (5.13) has no solutions for t < t . If the

assertion was false, then we could find a sequence .th/ � R with th ! �1 and a sequence
.uh/ in W

1;p
0

.�/ such that for every v 2 C 1
c .�/,Z

�

r�L.x;uh;ruh/ � rv dx C

Z
�

DsL.x;uh;ruh/v dx

D ˇ

Z
�

.uC

h
/p�1v dx � ˛

Z
�

.u�
h /

p�1v dx C

Z
�

g0.x;uh/v dx

C jthj
p�2th

Z
�

�
p�1
1

v dx C h!0; vi

Let us first consider the case when, up to a subsequence, th
kuhk1;p

! 0 and set vh D
uh

kuhk1;p
.

By applying Lemma 5.2 with %h D kuhk1;p , ıh D !0 and

h.x/ D

(
ˇ if uh.x/ � 0

˛ if uh.x/ < 0;
�h D

g0.x;uh/

kuhk
p�1
1;p

C
jthjp�2th

kuhk
p�1
1;p

�
p�1
1 ;

up to a subsequence, .vh/ converges strongly to some v in W
1;p

0 .�/. Then using the same
argument as in the proof of Theorem 5.6 we get a contradiction.

Assume now that there exists M > 0 such that kuhk1;p � �M th. Then setting wh D

�uht�1
h

, wh weakly converges to some w 2 W
1;p

0 .�/. By applying Lemma 5.2 with
%h D �th, ıh D !0 and

h.x/ D

(
ˇ if uh.x/ � 0

˛ if uh.x/ < 0;
�h D �

g0.x;uh/

jthjp�2th
� �

p�1
1

;

we have that wh strongly converges to w in W
1;p

0
.�/. The choice of the test function

' D wC gives, as in the first case, wC � 0. Arguing as in the end of the proof of
Theorem 5.6 we obtain a contradiction. �

Remark 5.13. Even though we have only considered existence of weak solutions of (5.13),
by [6, Lemma 1.4] the weak solutions u 2 W

1;p
0 .�/ of (5.4) belong to L1.�/. Then some

nice regularity results can be found in [91].
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5.6. Fully nonlinear variational inequalities. Starting from the pioneering paper of Am-
brosetti and Prodi [4], jumping problems for semi-linear elliptic equations of the type

�

nX
i;jD1

Dj .aij .x/Diu/ D g.x;u/ in �

u D 0 on @� ;

have been extensively studied; see e.g. [85, 99, 101, 125]. Also the case of semi-linear
variational inequalities with a situation of jumping type has been discussed in [79, 100].
Very recently, quasi-linear inequalities of the formZ

�

n nX
i;jD1

aij .x;u/DiuDj .v � u/

C
1

2

nX
i;jD1

Dsaij .x;u/DiuDj u.v � u/
o

dx �

Z
�

g.x;u/.v � u/ dx

� h!; v � ui 8v 2 zK# ;

u 2 K# ;

where K# D fu 2 H 1
0
.�/ W u � # a.e. in �g, zK# D fv 2 K# W .v � u/ 2 L1.�/g and

# 2 H 1
0 .�/, have been considered in [78].

When # � �1, namely we have no obstacle and the variational inequality becomes
an equation, the problem has been also studied in [31, 34] by A. Canino and has been
extended in [80] to the case of fully nonlinear operators.

The purpose of this section is to study the more general class of nonlinear variational
inequalities of the typeZ

�

n
r�L.x;u;ru/ � r.v � u/C DsL.x;u;ru/.v � u/

o
dx

�

Z
˝

g.x;u/.v � u/ dx

� h!; v � ui 8v 2 zK# ;

u 2 K# :

(5.36)

In the main result we shall prove the existence of at least two solutions of (5.36). The
framework is the same of [80], but technical difficulties arise, mainly in the verification
of the Palais-Smale condition. This is due to the fact that such condition is proved in
[80] using in a crucial way test functions of exponential type. Such test functions are
not admissible for the variational inequality, so that a certain number of modifications is
required in particular in the proofs of Theorem 5.18 and Theorem 5.21.

5.7. The main result. In the following,� will denote a bounded domain of Rn; 1 < p <

n, # 2 W
1;p

0
.�/ with #� 2 L1.�/, ! 2 W �1;p0

.�/ and

L W � � R � Rn
! R

is measurable in x for all .s; �/ 2 R � Rn and of class C 1 in .s; �/ a.e. in �. We shall
assume that L.x; s; �/ is strictly convex and for each t 2 R

L.x; s; t�/ D jt jpL.x; s; �/ (5.37)

for a.e. x 2 � and for all .s; �/ 2 R � Rn. Furthermore, we assume that:
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� there exist � > 0 and b1 2 R such that

�j�jp � L.x; s; �/ � b1j�jp ; (5.38)

for a.e. x 2 � and for all .s; �/ 2 R � Rn ;
� there exist b2; b3 2 R such that

jDsL.x; s; �/j � b2j�jp; (5.39)

for a.e. x 2 � and for all .s; �/ 2 R � Rn andˇ̌
r�L.x; s; �/

ˇ̌
� b3j�jp�1; (5.40)

for a.e. x 2 � and for all .s; �/ 2 R � Rn ;
� there exist R > 0 and a bounded Lipschitzian function  W ŒR;C1Œ! Œ0;C1Œ

such that

s � R ) DsL.x; s; �/ � 0 ; (5.41)

s � R ) DsL.x; s; �/ �  0.s/r�L.x; s; �/ � � ; (5.42)

for a.e. x 2 � and for all � 2 Rn. We denote by  the limit of  .s/ as s ! C1.
� g.x; s/ is a Carathéodory function and G.x; s/ D

R s

0
g.x; �/ d� . We assume that

there exist a 2 L
np

n.p�1/Cp .�/ and b 2 L
n
p .�/ such that

jg.x; s/j � a.x/C b.x/jsj
p�1 ; (5.43)

for a.e. x 2 � and all s 2 R. Moreover, there exists ˛ 2 R such that

lim
s!C1

g.x; s/

sp�1
D ˛ ; (5.44)

for a.e. x 2 �.
Set now

lim
s!C1

L.x; s; �/ D L1.x; �/

(this limit exists by (5.41)). We also assume that L1.x; �/ is strictly convex for a.e. x 2 �.
Let us remark that we are not assuming the strict convexity uniformly in x so that such L1

is pretty general. Moreover, assume that

sh ! C1; �h ! � ) r�L.x; sh; �h/ ! r�L1.x; �/ ; (5.45)

for a.e. x 2 �. Let now

�1 D min
n
p

Z
�

L1.x;ru/ dx W u 2 W
1;p

0
.�/;

Z
�

juj
p dx D 1

o
; (5.46)

be the first (nonlinear) eigenvalue of

u 7! � div
�
r�L1.x;ru/

�
:

Observe that by [6, Lemma 1.4] the first eigenfunction �1 belongs to L1.�/ and by [143,
Theorem 1.1] is strictly positive.

Our purpose is to study (5.36) when ! D �tp�1�
p�1
1 , namely the family of problemsZ

�

n
r�L.x;u;ru/ � r.v � u/C DsL.x;u;ru/.v � u/

o
dx

�

Z
˝

g.x;u/.v � u/ dx C tp�1

Z
˝

�
p�1
1 .v � u/ dx � 0 8v 2 zK# ;

u 2 K# ;

(5.47)
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where K# D
˚
u 2 W

1;p
0 .�/ W u � # a.e. in �

	
and

zK# D
˚
v 2 K# W .v � u/ 2 L1.�/

	
:

Under the above assumptions, the following is our main result.

Theorem 5.14. Assume that ˛ > �1. Then there exists Nt 2 R such that for all t � Nt the
problem (5.47) has at least two solutions.

This result extends [78, Theorem 2.1] dealing with Lagrangians of the type

L.x; s; �/ D
1

2

nX
i;jD1

aij .x; s/�i�j � G.x; s/

for a.e. x 2 � and for all .s; �/ 2 R � Rn.
In this particular case, existence of at least three solutions has been proved in [78]

assuming ˛ > �2 where �2 is the second eigenvalue of the operator

u 7! �

nX
i;jD1

Dj .Aij Diu/:

In our general setting, since L1 is not quadratic with respect to �, we only have the
existence of the first eigenvalue �1 and it is not clear how to define higher order eigenvalues
�2; �3; : : : . Therefore in our case the comparison of ˛ with higher eigenvalues has no
obvious formulation.

5.8. The bounded Palais-Smale condition. In this section we shall consider the more
general variational inequalities (5.36). To this aim let us now introduce the functional
f W W

1;p
0

.�/ ! R [ fC1g

f .u/ D

(R
�

L.x;u;ru/ dx �
R
�

G.x;u/ dx � h!;ui u 2 K#

C1 u 62 K# :

Definition 5.15. Let c 2 R. A sequence .uh/ in K# is said to be a concrete Palais-Smale
sequence at level c, (.CPS/c-sequence, for short) for f , if f .uh/ ! c and there exists a
sequence .'h/ in W �1;p0

.�/ such that 'h ! 0 andZ
�

r�L.x;uh;ruh/ � r.v � uh/ dx C

Z
�

DsL.x;uh;ruh/.v � uh/ dx

�

Z
�

g.x;uh/.v � uh/ dx � h!; v � uhi

� h'h; v � uhi 8v 2 zK# :

We say that f satisfies the concrete Palais-Smale condition at level c, (.CPS/c , for short),
if every .CPS/c-sequence for f admits a strongly convergent subsequence in W

1;p
0 .�/.

Theorem 5.16. Let u in K# be such that jdf j.u/ < C1. Then there exists ' in W �1;p0

.�/

such that k'k�1;p0 � jdf j.u/ andZ
�

r�L.x;u;ru/ � r.v � u/ dx C

Z
�

DsL.x;u;ru/.v � u/ dx

�

Z
�

g.x;u/.v � u/ dx � h!; v � ui

� h'; v � ui 8v 2 zK# :
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For the proof of the above theorem, we argue as in [78, Theorem 4.6].

Proposition 5.17. Let c 2 R and assume that f satisfies the .CPS/c condition. Then f
satisfies the .PS/c condition.

The above result is an easy consequence of Theorem 5.16.
Let us note that by combining (5.38) with the convexity of L.x; s; �/, we get

r�L.x; s; �/ � � � �j�jp (5.48)

for a.e. x 2 � and for all .s; �/ 2 R � Rn. Moreover, there exists M > 0 such that

jDsL.x; s; �/j � M r�L.x; s; �/ � � (5.49)

for a.e. x 2 � and for all .s; �/ 2 R � Rn.
We point out that assumption (5.41) may be strengthened without loss of generality.

Suppose that #.x/ > �R for a.e. x 2 � and define

zL.x; s; �/ D

(
L.x; s; �/ s > �R

L.x;�R; �/ s � �R:

Such zL satisfy our assumptions. On the other hand, if u satisfiesZ
�

n
r�

zL.x;u;ru/ � r.v � u/C Ds
zL.x;u;ru/.v � u/

o
dx

�

Z
˝

g.x;u/.v � u/ dx C tp�1

Z
˝

�
p�1
1

.v � u/ dx � 0 8v 2 zK# ;

u 2 K# ;

(5.50)

then u satisfies (5.47). Therefore, up to substituting L with zL, we can assume that L

satisfies (5.41) for any s 2 R with jsj > R. (Actually zL is only locally Lipschitz in s but
one might always define zL.x; s; �/ D L.x; �.s/; �/ for a suitable smooth function � ).

Now, we want to provide in Theorem 5.19 a very useful criterion for the verification of
.CPS/c condition. Let us first prove a local compactness property for .CPS/c-sequences.

Theorem 5.18. Let .uh/ be a sequence in K# and .'h/ a sequence in W �1;p0

.�/ such
that .uh/ is bounded in W

1;p
0

.�/, 'h ! ' andZ
˝

r�L.x;uh;ruh/ � r.v � uh/ dx C

Z
˝

DsL.x;uh;ruh/.v � uh/ dx

� h'h; v � uhi 8v 2 zK# :

(5.51)

Then it is possible to extract a subsequence .uhk
/ strongly convergent in W

1;p
0 .�/.

Proof. Up to a subsequence, .uh/ converges to some u weakly in W
1;p

0 .�/, strongly in
Lp.�/ and a.e. in �. Moreover, arguing as in step I of [78, Theorem 4.18] it follows that

ruh.x/ ! ru.x/ for a:e: x 2 �:

We divide the proof into several steps.
I) Let us prove that

lim sup
h

Z
˝

r�L.x;uh;ruh/ � r.�u�
h /e

�M.uh�R/� dx

�

Z
˝

r�L.x;u;ru/ � r.�u�/e�M.u�R/� dx

(5.52)
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where M > 0 is defined in (5.49) and R > 0 has been introduced in hypothesis (5.41).
Consider the test functions

v D uh C �e�M.uhCR/C

in (5.51) where � 2 W
1;p

0 .�/ \ L1.�/ and � � 0. ThenZ
˝

r�L.x;uh;ruh/ � r�e�M.uhCR/C dx

C

Z
˝

ŒDsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh C R/C��e�M.uhCR/C dx

� h'h; �e
�M.uhCR/C

i:

From (5.41) and (5.49) we deduce that�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh C R/C

�
�e�M.uhCR/C

� 0;

so that by the Fatou’s Lemma we getZ
˝

r�L.x;u;ru/ � r�e�M.uCR/C dx

C

Z
˝

ŒDsL.x;u;ru/ � M r�L.x;u;ru/ � r.u C R/C��e�M.uCR/C dx

� h'; �e�M.uCR/C
i 8� 2 W

1;p
0

.�/ \ L1.�/; � � 0:

(5.53)

Now, let us consider the functions

�k D �eM.uCR/C#k.u/;

where � 2 W
1;p

0
.�/ \ L1.�/ with � � 0 and #k 2 C 1.R/ is such that 0 � #k.s/ � 1,

#k D 1 on Œ�k; k�, #k D 0 outside Œ�2k; 2k� and j# 0
k
j � c=k for some c > 0.

Putting them in (5.53), for each k � 1 we obtainZ
˝

r�L.x;u;ru/ � r.�#k.u// dx C

Z
˝

DsL.x;u;ru/�#k.u/ dx

� h'; �#k.u/i 8� 2 W
1;p

0
.�/ \ L1.�/; � � 0:

Passing to the limit as k ! C1 we obtainZ
˝

r�L.x;u;ru/ � r� dx C

Z
˝

DsL.x;u;ru/� dx � h'; �i (5.54)

for all � 2 W
1;p

0
.�/ \ L1.�/, � � 0. Taking � D .#� � u�/e�M.u�R/� 2 W

1;p
0

.�/ \

L1.�/ in (5.54) we getZ
˝

r�L.x;u;ru/ � r.#�
� u�/e�M.u�R/� dx

� �

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u � R/�

�
� .#�

� u�/e�M.u�R/�dx C h'; .#�
� u�/e�M.u�R/�

i:

(5.55)

On the other hand, taking

v D uh � .#�
� u�

h /e
�M.uh�R/�

� uh � .#�
� u�

h / D uC

h
� #�
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in (5.51) we obtainZ
˝

r�L.x;uh;ruh/ � r.#�
� u�

h /e
�M.uh�R/� dx

C

Z
�

�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh � R/�

�
� .#�

� u�
h /e

�M.uh�R/�dx

� h'h; .#
�

� u�
h /e

�M.uh�R/�
i:

(5.56)

From (5.41) and (5.49) we deduce that

DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh � R/� � 0:

From (5.56), using Fatou’s Lemma and (5.55) we obtain

lim sup
h

Z
˝

r�L.x;uh;ruh/ � r.#�
� u�

h /e
�M.uh�R/� dx

�

Z
˝

r�L.x;u;ru/ � r.#�
� u�/e�M.u�R/� dx:

(5.57)

Since

lim
h

Z
˝

r�L.x;uh;ruh/ � r#�e�M.uh�R/� dx

D

Z
˝

r�L.x;u;ru/ � r#�e�M.u�R/� dx;

then from (5.57) we deduce (5.52).
II) Let us now prove that

lim sup
h

Z
�

r�L.x;uh;ruh/ � ruC

h
e�M.uh�R/�dx

�

Z
�

r�L.x;u;ru/ � ruCe�M.u�R/�dx:

(5.58)

We consider the test functions

v D uh �
�
.uC

h
� #C/ ^ k

�
e�M.uh�R/�

� # C .#�
� u�

h /

in (5.51). By Fatou’s Lemma, we getZ
�

r�L.x;uh;ruh/ � r.uC

h
� #C/e�M.uh�R/� dx

C

Z
�

�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh � R/�

�
� .uC

h
� #C/e�M.uh�R/� dx

� h'h; .u
C

h
� #C/e�M.uh�R/�

i

(5.59)

from which we deduce that�
DsL.x;uh;ruh/ � M r�L.x;uh;ruh/ � r.uh � R/�

�
.uC

h
� #C/e�M.uh�R/�
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belongs to L1.�/. Using Fatou’s Lemma in (5.59) we obtain

lim sup
h

Z
˝

r�L.x;uh;ruh/ � r.uC

h
� #C/e�M.uh�R/� dx

� �

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u � R/�

�
� .uC

� #C/e�M.u�R/�dx C h'; .uC
� #C/e�M.u�R/�

i;

(5.60)

from which we also deduce that�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u � R/�

�
.uC

� #C/e�M.u�R/� (5.61)

belongs to L1.�/. Now, taking �k D
�
.uC � #C/ ^ k

�
e�M.u�R/� in (5.54), we haveZ

˝

r�L.x;u;ru/ � r
�
.uC

� #C/ ^ k
�

e�M.u�R/� dx

C

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u � R/�

�
�

�
.uC

� #C/ ^ k
�

e�M.u�R/�dx

�

D
';

�
.uC

� #C/ ^ k
�

e�M.u�R/�
E
:

(5.62)

Using (5.61) and passing to the limit as k ! C1 in (5.62), it resultsZ
˝

r�L.x;u;ru/ � r.uC
� #C/e�M.u�R/� dx

C

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � r.u � R/�

�
.uC

� #C/e�M.u�R/�dx

� h'; .uC
� #C/e�M.u�R/�

i:

(5.63)
Combining (5.63) with (5.60) we obtain

lim sup
h

Z
˝

r�L.x;uh;ruh/ � r.uC

h
� #C/e�M.uh�R/� dx

�

Z
˝

r�L.x;u;ru/ � r.uC
� #C/e�M.u�R/� dx

(5.64)

Since

lim
h

Z
˝

r�L.x;uh;ruh/ � r#Ce�M.uh�R/� dx

D

Z
˝

r�L.x;u;ru/ � r#Ce�M.u�R/� dx

from (5.64) we deduce (5.58).
III) Let us prove that uh ! u strongly in W

1;p
0 .�/. We claim that

lim sup
h

Z
˝

r�L.x;uh;ruh/ � ruhe�M.uh�R/� dx

�

Z
˝

r�L.x;u;ru/ � rue�M.u�R/� dx:
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In fact using (5.52) and (5.58) we get

lim sup
h

Z
˝

r�L.x;uh;ruh/ � ruhe�M.uh�R/� dx

� lim sup
h

Z
�\fuh�0g

r�L.x;uh;ruh/ � ruC

h
e�M.uh�R/� dx

C lim sup
h

Z
�\fuh�0g

r�L.x;uh;ruh/ � r.�u�
h /e

�M.uh�R/� dx

�

Z
˝

r�L.x;u;ru/ � rue�M.u�R/� dx

(5.65)

From (5.65) using Fatou’s Lemma we get

lim
h

Z
˝

r�L.x;uh;ruh/ � ruhe�M.uh�R/� dx

D

Z
˝

r�L.x;u;ru/ � rue�M.u�R/� dx:

Therefore, since by (5.48) we have

� expf�M.R C k#�
k1/gjruhj

p
� r�L.x;uh;ruh/ � ruhe�M.uh�R/� :

It follows that
lim

h

Z
˝

jruhj
p dx D

Z
˝

jruj
p dx;

namely the strong convergence of .uh/ to u in W
1;p

0
.�/. �

Theorem 5.19. For every c 2 R the following assertions are equivalent:
.a/ f satisfies the .CPS/c condition ;
.b/ every .CPS/c-sequence for f is bounded in W

1;p
0

.�/.

Proof. Since the map fu 7! g.x;u/g is completely continuous from W
1;p

0 .�/ to L
np0

nCp0 .�/,
the proof goes like [78, Theorem 4.37]. �

5.9. The Palais-Smale condition. Let us now set

g0.x; s/ D g.x; s/ � ˛.sC/p�1; G0.x; s/ D

Z s

0

g0.x; t/dx:

Of course, g0 is a Carathéodory function satisfying

lim
s!C1

g0.x; s/

sp�1
D 0; jg0.x; s/j � a.x/C b.x/jsj

p�1 ;

for a.e. x 2 � and all s 2 R where a 2 L
np

n.p�1/Cp .�/ and b 2 L
n
p .�/. Then (5.47) is

equivalent to finding u 2 K# such thatZ
˝

r�L.x;u;ru/ � r.v � u/ dx C

Z
˝

DsL.x;u;ru/.v � u/ dx

� ˛

Z
˝

.uC/p�1.v � u/ dx �

Z
˝

g0.x;u/.v � u/ dx C tp�1

Z
˝

�
p�1
1 .v � u/ dx � 0

for all v 2 zK# . Let us define the functional f W W
1;p

0 .�/ ! R [ fC1g by setting

f .u/ D

(R
�

L.x;u;ru/ �
˛
p

R
�

uCp
�

R
�

G0.x;u/C tp�1
R
�
�

p�1
1 u if u 2 K#

C1 if u 62 K# :
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In view of Theorem 5.16, any critical point of f is a weak solutions of (Pt ). Let us
introduce a new functional ft W W

1;p
0 .�/ ! R [ fC1g by setting for each t > 0

ft .u/ D

(R
�

L.x; tu;ru/ �
˛
p

R
�

uCp
�

1
tp

R
�

G0.x; tu/C
R
�
�

p�1
1

u if u 2 Kt

C1 if u 62 Kt :

where we have set

Kt D

n
u 2 W

1;p
0 .�/ W tu � # a.e. in �

o
:

From Theorem 5.16 it follows that if u is a critical point of ft then tu satisfies (5.47).

Lemma 5.20. Let .uh/ a sequence in W
1;p

0 .�/ and %h ��0;C1Œ with %h ! C1. As-

sume that the sequence
�

uh

%h

�
is bounded in W

1;p
0

.�/. Then

g0.x;uh/

%
p�1

h

! 0 in L
np0

nCp0 .�/;
G0.x;uh/

%
p

h

! 0 in L1.�/:

To prove the above lemma, we argue as in [31, Lemma 3.3]. In view of (5.48) and (5.39),
we can extend  to Œ�N;C1Œ where N is such that k#�k1 � N , so that assumption
(5.42) becomes

s � �N ) DsL.x; s; �/ �  0.s/r�L.x; s; �/ � �: (5.66)

Theorem 5.21. Let ˛ > �1, c 2 R and let .uh/ in K# be a .CPS/c-sequence for f . Then
.uh/ is bounded in W

1;p
0 .�/.

Proof. By Definition 5.15, there exists a sequence .'h/ in W �1;p0

.�/ with 'h ! 0 andZ
˝

r�L.x;uh;ruh/ � r.v � uh/ dx C

Z
˝

DsL.x;uh;ruh/.v � uh/ dx

� ˛

Z
˝

.uC

h
/p�1.v � uh/ dx �

Z
˝

g0.x;uh/.v � uh/ dx C tp�1

Z
˝

�
p�1
1 .v � uh/ dx

� h'h; v � uhi 8v 2 K# W .v � uh/ 2 L1.�/:

(5.67)
We set now %h D kuhk1;p , and suppose by contradiction that %h ! C1. If we set
zh D %�1

h
uh, up to a subsequence, zh converges to some z weakly in W

1;p
0

.�/, strongly
in Lp.�/ and a.e. in �. Note that z � 0 a.e. in �.

We shall divide the proof into several steps.
I) We firstly prove that Z

˝

r�L1.x;rz/ � rz dx � ˛

Z
˝

zp dx: (5.68)

Consider the test functions v D uh C .z ^ k/ exp f� .uh/g, where  is the function
defined in (5.42). Putting such v in (5.67) and dividing by %p�1

h
, we obtainZ

˝

r�L.x;uh;rzh/ � r.z ^ k/ exp f� .uh/g dx

C
1

%
p�1

h

Z
�

�
DsL.x;uh;ruh/ �  0.uh/r�L.x;uh;ruh/ � ruh

�
� .z ^ k/ exp f� .uh/gdx
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� ˛

Z
˝

.zC

h
/p�1.z ^ k/ exp f� .uh/g dx C

Z
˝

g0.x;uh/

%
p�1

h

.z ^ k/ exp f� .uh/g dx

� tp�1

Z
˝

�
p�1
1

%
p�1

h

.z ^ k/ exp f� .uh/g dx C
1

%
p�1

h

h'h; .z ^ k/ exp f� .uh/gi:

Observe now that the first termZ
˝

r�L.x;uh;rzh/ � r.z ^ k/ exp f� .uh/g dx

passes to the limit, yieldingZ
˝

r�L1.x;rz/ � r.z ^ k/ exp f� g dx:

Indeed, by taking into account assumptions (5.45) and (5.40), we may apply [54, Theorem
5] and deduce that, up to a subsequence,

a.e. in � n fz D 0g W rzh.x/ ! rz.x/:

Since of course uh.x/ ! C1 a.e. in � n fz D 0g, again recalling (5.45), we have

a.e. in � n fz D 0g W r�L.x;uh.x/;rzh.x// ! r�L1.x;rz.x//:

Since by (5.40) the sequence .r�L.x;uh.x/;rzh.x/// is bounded in Lp0

.�/, the asser-
tion follows. Note also that the term

1

%
p�1

h

h'h; .z ^ k/ exp f� .uh/gi ;

goes to 0 even if 1 < p < 2. Indeed, in this case, one could use the Cerami-Palais-Smale
condition, which yields %h'h ! 0 in W

�1;p0

0
.�/.

Now, by (5.66) we have

DsL.x;uh;ruh/ �  0.uh/r�L.x;uh;ruh/ � ruh � 0;

then, passing to the limit as h ! C1, we getZ
˝

r�L1.x;rz/ � r.z ^ k/ exp f� N g dx � ˛

Z
˝

zp�1.z ^ k/ exp f� N g dx:

Passing to the limit as k ! C1, we obtain (5.68).

II) Let us prove that zh ! z strongly in W
1;p

0
.�/, so that of course kzk1;p D 1. Consider

the function � W Œ�R;C1Œ! R defined by

�.s/ D

(
MR if s � R

M s if jsj < R
(5.69)

where M 2 R is such that for a.e. x 2 �; each s 2 R and � 2 Rn

jDsL.x; s; �/j � M r�L.x; s; �/ � �:

If we choose the test functions

v D uh �
uh � #

exp.MR/
exp.�.uh//

in (5.67), we haveZ
�

r�L.x;uh;ruh/ � r.uh � #/ expf�.uh/g dx
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C

Z
�

�
DsL.x;uh;ruh/C �0.uh/r�L.x;uh;ruh/ � ruh

�
.uh � #/ expf�.uh/g dx

� ˛

Z
�

.uC

h
/p�1.uh � #/ expf�.uh/g dx C

Z
�

g0.x;uh/.uh � #/ expf�.uh/g dx

� tp�1

Z
�

�
p�1
1

.uh � #/ expf�.uh/g dx C h'h; .uh � #/ expf�.uh/gi :

Note that �
DsL.x;uh;ruh/C �0.uh/r�L.x;uh;ruh/ � ruh

�
.uh � #/ � 0:

Therefore, after division by %p

h
we getZ

�

r�L.x;uh;rzh/ � r
�
zh �

#

%h

�
expf�.uh/g dx

� ˛

Z
�

.zC

h
/p�1

�
zh �

#

%h

�
expf�.uh/g dx

C
1

%
p�1

h

Z
�

g0.x;uh/
�
zh �

#

%h

�
expf�.uh/g dx

�
tp�1

%
p�1

h

Z
�

�
p�1
1

�
zh �

#

%h

�
expf�.uh/g dx C

1

%
p�1

h

�
'h;

�
zh �

#

%h

�
expf�.uh/g

�
;

which yields

lim sup
h

Z
�

r�L.x;uh;rzh/ � rzh expf�.uh/g dx � ˛ expfMRg

Z
�

zp dx: (5.70)

By combining (5.70) with (5.68) we get

lim sup
h

Z
�

r�L.x;uh;rzh/ � rzh expf�.uh/g dx

� expfMRg

Z
�

r�L1.x;rz/ � rz dx

In particular, by Fatou’s Lemma, it results

expfMRg

Z
�

r�L1.x;rz/ � rz dx

� lim inf
h

Z
�

r�L.x;uh;rzh/ � rzh expf�.uh/g dx

� lim sup
h

Z
�

r�L.x;uh;rzh/ � rzh expf�.uh/g dx

� expfMRg

Z
�

r�L1.x;rz/ � rz dx;

namely, we getZ
�

r�L.x;uh;rzh/ � rzh expf�.uh/g dx !

Z
�

expfMRgr�L1.x;rz/ � rz dx:

Therefore, since

� expf�MRgjrzhj
p

� r�L.x;uh;rzh/ � rzh expf�.uh/g ;
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thanks to the generalized Lebesgue’s theorem, we conclude that

lim
h

Z
�

jrzhj
p dx D

Z
�

jrzj
p dx;

and zh converges to z in W
1;p

0 .�/.

III) Let us consider the test functions v D uh C ' exp f� .uh/g such that ' in W
1;p

0
\

L1.�/ and ' � 0. Taking such v in (5.67) and dividing by %p�1

h
we obtainZ

˝

r�L.x;uh;rzh/ � r' exp f� .uh/g dx

C
1

%
p�1

h

Z
�

�
DsL.x;uh;ruh/ �  0.uh/r�L.x;uh;ruh/ � ruh

�
' exp f� .uh/g dx

� ˛

Z
˝

.zC

h
/p�1' exp f� .uh/g dx C

Z
˝

g0.x;uh/

%
p�1

h

' exp f� .uh/g dx

� tp�1

Z
˝

'p�1

%
p�1

h

exp f� .uh/g dx C
1

%
p�1

h

h'h; ' exp f� .uh/gi:

Note that, since by step II we have zh ! z in W
1;p

0
.�/, the termZ

˝

r�L.x;uh;rzh/ � r' exp f� .uh/g dx

passes to the limit, yieldingZ
˝

r�L1.x;rz/ � r' exp f� g dx:

By means of (5.66), we have

DsL.x;uh;ruh/ �  0.uh/r�L.x;uh;ruh/ � ruh � 0;

then passing to the limit as h ! C1, we obtainZ
˝

r�L1.x;rz/ � r' exp f� N g dx � ˛

Z
˝

zp�1' exp f� N g dx � 0 ;

for each ' 2 W
1;p

0
\ L1.�/ with ' � 0 which yieldsZ

˝

r�L1.x;rz/ � r' dx � ˛

Z
˝

zp�1' dx (5.71)

for each ' 2 W
1;p

0 .�/ with ' � 0.
In a similar fashion, considering in (5.67) the admissible test functions

v D uh �

�
' ^

zh � #=%h

exp. /

�
exp. .uh//

with ' 2 W
1;p

0
\L1.�/ and ' � 0 and dividing by %p�1

h
, recalling that zh ! z strongly,

we get Z
˝

r�L1.x;rz/ � r
�
' ^

z

exp 

�
dx � ˛

Z
˝

zp�1
�
' ^

z

exp 

�
dx ;
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for each ' 2 W
1;p

0 \ L1.�/ with ' � 0. Actually this holds for any ' 2 W
1;p

0 .�/ with
' � 0. By substituting ' with t' with t > 0 we obtainZ

˝

r�L1.x;rz/ � r
�
' ^

z

t exp 

�
dx � ˛

Z
˝

zp�1
�
' ^

z

t exp 

�
dx:

Letting t ! C1; and taking into account (5.71), it resultsZ
˝

r�L1.x;rz/ � r' dx D ˛

Z
˝

zp�1' dx (5.72)

for each ' 2 W
1;p

0 .�/ with ' � 0. Clearly (5.72) holds for any ' 2 W
1;p

0 .�/, so that
z is a positive eigenfunction related to ˛. This is a contradiction by [95, Remark 1, pp.
161]. �

Theorem 5.22. Let c 2 R, ˛ > �1 and t > 0. Then ft satisfies the .PS/c-condition.

Proof. Since ft .u/ D
f .tu/

tp , it is sufficient to combine Theorem 5.21, Theorem 5.19 and
Proposition 5.17. �

5.10. Min-Max estimates. Let us first introduce the “asymptotic functional” f1 W W
1;p

0
.�/ !

R [ fC1g by setting

f1.u/ D

(R
�

L1.x;ru/ dx �
˛
p

R
�

up dx C
R
�
�

p�1
1 u dx if u 2 K1

C1 if u 62 K1

where
K1 D

n
u 2 W

1;p
0

.�/ W u � 0 a.e. in �
o
:

Proposition 5.23. There exist r > 0, � > 0 such that

.a/ for every u 2 W
1;p

0 .�/ with 0 < kuk1;p � r then f1.u/ > 0;
.b/ for every u 2 W

1;p
0 .�/ with kuk1;p D r then f1.u/ � � > 0.

Proof. Let us consider the weakly closed set

K�
D

˚
u 2 K1 W

Z
�

L1.x;ru/ dx �
˛

p

Z
�

up dx �
1

2

Z
�

L1.x;ru/ dx
	
:

In K1 n K� the statements are evident. On the other hand, it is easy to see that

inf
�Z

�

v�
p�1
1

dx W v 2 K�; kvk1;p D 1

�
D " > 0

arguing by contradiction. Therefore for each u 2 K� we have

f1.u/ D

Z
�

L1.x;ru/ dx �
˛

p

Z
�

up dx C

Z
˝

�
p�1
1

u dx � ckuk
p
1;p

C "kuk1;p

where c 2 R is a suitable constant. Thus the statements follow. �

Proposition 5.24. Let r > 0 be as in the Proposition 5.23. Then there exist Nt > 0, � 0 > 0

such that for every t � Nt and for every u 2 W
1;p

0
.�/ with kuk1;p D r , then ft .u/ � � 0.

Proof. By contradiction, we can find two sequences .th/ � R and .uh/ � W
1;p

0 .�/ such
that th � h for each h 2 N, kuhk1;p D r and fth.uh/ <

1
h

. Up to a subsequence, .uh/

weakly converges in W
1;p

0
.�/ to some u 2 K1. Using .b/ of [80, Theorem 5], it follows

that
f1.u/ � lim inf

h
fth.uh/ � 0:
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By .a/ of Proposition 5.23, we have u D 0. On the other hand, since

lim sup
h

fth.uh/ � 0 D f1.u/ ;

using .c/ of [80, Theorem 5] we deduce that .uh/ strongly converges to u in W
1;p

0
.�/,

namely kuk1;p D r . This is impossible. �

Proposition 5.25. Let � 0; Nt as in Proposition 5.24. Then there exists zt � Nt such that
for every t � zt there exist vt ; wt 2 W

1;p
0 .�/ such that kvt k1;p < r , kwt k1;p > r ,

ft .vt / �
� 0

2
and ft .wt / �

� 0

2
. Moreover we have

sup fft ..1 � s/vt C swt / W 0 � s � 1g < C1:

Proof. We argue by contradiction. We set zt D Nt Ch and suppose that there exists .th/ such
that th � hC Nt and such that for every vth ; wth in W

1;p
0

.�/with kvthk1;p < r , kwthk1;p >

r it results fth.vth/ >
� 0

2
and fth.wth/ >

� 0

2
. It is easy to prove that there exists a sequence

.uh/ in Kth which strongly converges to 0 in W
1;p

0
.�/ and therefore kuhk1;p < r and

fth.uth/ �
� 0

2
eventually as h ! C1. This contradicts our assumptions. In a similar way

one can prove the statement for wt , while the last statement is straightforward. �

5.11. Proof of the main result.

Proof of Theorem 5.14. By combining Theorem 5.22, propositions 5.24 and 5.25 we can
apply Theorem 2.9 and deduce the assertion. �
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6. PROBLEMS WITH LOSS OF COMPACTNESS

The material in this section comes from [128, 131, 73, 108], to which refer the reader.
Some parts of these publications have been slightly modified to give this collection a more
uniform appearance.

6.1. Positive entire solutions for fully nonlinear problems. In the last few years there
has been a growing interest in the study of positive solutions to variational quasi-linear
equations in unbounded domains of Rn, since these problems are involved in various
branches of mathematical physics (see [20]). Since 1988, quasi-linear elliptic equations
of the form

� div .'.ru// D g.x;u/ in Rn; (6.1)

have been extensively treated, among the others, in [14, 45, 69, 94, 145] by means of a
combination of topological and variational techniques. Moreover, existence of a positive
solution u 2 H 1.Rn/ for the more general equation

�

nX
i;jD1

Dj .aij .x;u/Diu/C
1

2

nX
i;jD1

Dsaij .x;u/DiuDj u C b.x/u D g.x;u/ in Rn;

behaving asymptotically (jxj ! C1) like the problem

��u C �u D uq�1 in Rn ;

for some suitable � > 0 and q > 2, has been firstly studied in 1996 in [48] via techniques
of non-smooth critical point theory. On the other hand, more recently, in a bounded domain
� of Rn some existence results for fully nonlinear problems of the type

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D g.x;u/ in �

u D 0 on @�;
(6.2)

have been established in [6, 113, 133]. The goal of this section is to prove existence of a
nontrivial positive solution in W 1;p.Rn/ for the nonlinear elliptic equation

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/C b.x/juj

p�2u D g.x;u/ in Rn; (6.3)

behaving asymptotically like the p-Laplacian problem

� div
�
jruj

p�2
ru

�
C �juj

p�2u D uq�1 in Rn;

for some suitable � > 0 and q > p. In other words, equation (6.3) tends to regularize as
jxj ! C1 together with its associated functional f W W 1;p.Rn/ ! R

f .u/ D

Z
Rn

L.x;u;ru/ dx C
1

p

Z
Rn

b.x/juj
p dx �

Z
Rn

G.x;u/ dx: (6.4)

Since in general f is continuous but not even locally Lipschitzian, unless L does not
depend on u or the growth conditions on L are very restrictive, we shall refer to the non-
smooth critical point theory developed in [36, 50, 58, 87, 88] and we shall follow the
approach of [48].

We assume that 1 < p < n, the function L W Rn � R � Rn ! R is measurable in x for
all .s; �/ 2 R � Rn; of class C 1 in .s; �/ for a.e. x 2 Rn and L.x; s; �/ is strictly convex
and homogeneous of degree p. Take b 2 L1.Rn/ with b � b.x/ � b for a.e. x 2 Rn for
some b; b > 0. We shall assume the following:



112 MARCO SQUASSINA EJDE-2006/MON. 07

� There exists � > 0 such that

�j�jp � L.x; s; �/ �
1

p
j�jp ; (6.5)

for a.e. x 2 Rn and for all .s; �/ 2 R � Rn ;
� there exists c1 > 0 such that:

jDsL.x; s; �/j � c1j�jp ; (6.6)

for a.e. x 2 Rn and for all .s; �/ 2 R � Rn.
Moreover, there exist c2 > 0 and a 2 Lp0

.Rn/ such thatˇ̌
r�L.x; s; �/

ˇ̌
� a.x/C c2jsj

p�

p0 C c2j�jp�1; (6.7)

for a.e. x 2 Rn and for all .s; �/ 2 R � Rn ;
� there exists R > 0 such that

s � R ) DsL.x; s; �/s � 0 ; (6.8)

for a.e. x 2 Rn and for all .s; �/ 2 R � Rn.
� uniformly in s 2 R and �; � 2 Rn with j�j � 1 and j�j � 1

lim
jxj!C1

r�L.x; s; �/ � � D j�jp�2� � � ; (6.9)

lim
jxj!C1

DsL.x; s; �/s D 0 ; (6.10)

lim
jxj!C1

b.x/ D � ; (6.11)

for some � > 0 and with b.x/ � � for a.e. x 2 Rn.
� G W Rn � R ! R is a Carathéodory function, G.x; s/ D

R s

0
g.x; t/ dt and there

exist ˇ > 0 and q > p such that

s > 0 ) 0 < qG.x; s/ � g.x; s/s ; (6.12)

.q � p/L.x; s; �/ � DsL.x; s; �/s � ˇj�jp; (6.13)

for a.e. x 2 Rn and for all .s; �/ 2 R � Rn. Moreover there exist � 2 �p;p�Œ and
c > 0 such that:

jg.x; s/j � d.x/C cjsj
��1 ; (6.14)

for a.e. x 2 Rn and all s > 0, where d 2 Lr .Rn/ with r 2

h
np0

nCp0 ;p
0

h
.

� Also

lim
jxj!C1

g.x; s/

sq�1
D 1; (6.15)

uniformly in s > 0 and

lim
jsj!0

G.x; s/

jsjp
D 0; (6.16)

uniformly in x 2 Rn and g.x; s/ � sq�1 for each s > 0.
Under the above assumptions, the following is our main result.

Theorem 6.1. The Euler’s equation of f

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/C bjuj

p�2u D g.x;u/ in Rn (6.17)

admits at least one nontrivial positive solution u 2 W 1;p.Rn/.
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This result extends to a more general setting [48, Theorem 2] dealing with the case

L.x; s; �/ D
1

2

nX
i;jD1

aij .x; s/�i�j ;

and Theorem 2.1 of [45] involving integrands of the type:

L.x; �/ D
1

p
a.x/j�jp ;

where a 2 L1.R/ and 1 < p < n. Let us remark that we assume (6.8) for large values of
s, while in [48] it was supposed that for a.e. x 2 Rn and all � 2 Rn

8s 2 R W

nX
i;jD1

sDsaij .x; s/�i�j � 0:

This assumption has been widely considered in literature, not only in studying existence
but also to ensure local boundedness of weak solutions (see e.g. [6]).

Condition (6.13) has been already used in [6, 113, 133] and seems to be a natural ex-
tension of what happens in the quasi-linear case [36].

We point out that in a bounded domain, conditions (6.12) and (6.13) may be assumed for
large values of s (see e.g. [133]). Finally (6.9), (6.10), (6.11) and (6.15) fix the asymptotic
behavior of (6.3). By (6.9) and (6.10) there exist two maps "1 W Rn � R � Rn � Rn ! R

and "2 W Rn � R � Rn ! R such that

r�L.x; s; �/ � � D j�jp�2� � �C "1.x; s; �; �/j�j
p�1

j�j (6.18)

DsL.x; s; �/s D "2.x; s; �/j�j
p (6.19)

where "1.x; s; �; �/ ! 0 and "2.x; s; �/ ! 0 as jxj ! C1 uniformly in s 2 R and
�; � 2 Rn.

6.2. The concrete Palais-Smale condition. Let us now set for a.e. x 2 Rn and for all
.s; �/ 2 R � Rn:

zL.x; s; �/ D

(
L.x; s; �/ if s � 0

L.x; 0; �/ if s < 0
zg.x; s/ D

(
g.x; s/ if s � 0

0 if s < 0:
(6.20)

We define a modified functional zf W W 1;p.Rn/ ! R by setting

zf .u/ D

Z
Rn

zL.x;u;ru/ dx C
1

p

Z
Rn

b.x/juj
p dx �

Z
Rn

zG.x;u/ dx: (6.21)

Then the Euler’s equation of zf is given by :

� div
�
r�

zL.x;u;ru/
�

C Ds
zL.x;u;ru/C b.x/juj

p�2u D zg.x;u/ in Rn: (6.22)

Lemma 6.2. If u 2 W 1;p.Rn/ is a solution of (6.22), then u is a positive solution of
(6.17).

Proof. Let Q W R ! R the Lipschitz map defined by:

Q.s/ D

8̂<̂
:

0 if s � 0

s if � 1 � s � 0

�1 if s � �1:
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Testing zf 0.u/ with Q.u/ 2 W 1;p \ L1.Rn/ and taking into account (6.20) we have:

0 D zf 0.u/.Q.u//

D

Z
Rn

r�
zL.x;u;ru/ � rQ.u/ dx

C

Z
Rn

Ds
zL.x;u;ru/Q.u/ dx C

Z
Rn

b.x/juj
p�2uQ.u/ dx �

Z
Rn

zg.x;u/Q.u/ dx

D

Z
f�1<u<0g

r�L.x; 0;ru/ � ru dx C

Z
fu<0g

Ds
zL.x;u;ru/Q.u/ dx

C

Z
Rn

b.x/juj
p�2uQ.u/ dx �

Z
fu<0g

zg.x;u/Q.u/ dx

D

Z
f�1<u<0g

pL.x; 0;ru/ dx C

Z
fu<0g

b.x/juj
p�2uQ.u/ dx

� b
Z

Rn

juj
p�2uQ.u/ dx � 0:

In particular, it results Q.u/ D 0, namely u � 0. �

Therefore, without loss of generality we shall suppose that

8s � 0 W g.x; s/ D 0; L.x; s; �/ D L.x; 0; �/

for a.e. x 2 Rn and all � 2 Rn.

Lemma 6.3. Let c 2 R. Then each .CPS/c-sequence for f is bounded in W 1;p.Rn/.

Proof. If .uh/ is a .CPS/c-sequence for f , arguing as in [48, Lemma 2], since

f .uh/ �
1

q
f 0.uh/.uh/ D c C o.1/

as h ! C1, by (6.12) and (6.13) we get:

ˇ

Z
Rn

jruhj
p dx C

q � p

p
b

Z
Rn

juhj
p dx � C

for some C > 0; hence the assertion. �

Let us note that there exists M > 0 such that:

jDsL.x; s; �/j � M r�L.x; s; �/ � � (6.23)

for a.e. x 2 Rn and for all .s; �/ 2 R � Rn.
We now prove a local compactness property for .CPS/c-sequences. In the following,

� b Rn will always denote an open and bounded subset of Rn.

Theorem 6.4. Let .uh/ be a bounded sequence in W 1;p.Rn/ and for each v 2 C 1
c .Rn/

set

hwh; vi D

Z
Rn

r�L.x;uh;ruh/ � rv dx C

Z
Rn

DsL.x;uh;ruh/v dx: (6.24)

If .wh/ is strongly convergent to somew in W �1;p0

.�/ for each� b Rn, then .uh/ admits
a strongly convergent subsequence in W 1;p.�/ for each � b Rn.
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Proof. Since .uh/ is bounded in W 1;p.Rn/; we find a u in W 1;p.Rn/ such that, up to a
subsequence, uh * u in W 1;p.Rn/. Moreover, for each � b Rn we have:

uh ! u in Lp.�/; uh.x/ ! u.x/ for a.e. x 2 Rn:

By a natural extension of [22, Theorem 2.1] to unbounded domains, we have ruh.x/ !

ru.x/ for a.e. x 2 Rn. Then, following the blueprint of [133, Theorem 3.2] we obtain for
each v 2 C 1

c .Rn/

hw; vi D

Z
Rn

r�L.x;u;ru/ � rv dx C

Z
Rn

DsL.x;u;ru/v dx: (6.25)

Choose now � b Rn and fix a positive smooth cut-off function � on Rn with � D 1 on �.
Moreover, let # W R ! R be the function defined by

#.s/ D

8̂̂̂<̂
ˆ̂:

M s if 0 < s < R

MR if s � R

�M s if � R < s < 0

MR if s � �R ;

(6.26)

where M is as in (6.23). Since by [133, Proposition 3.1] vh D �uh expf#.uh/g are admis-
sible test functions for (6.24), we getZ

Rn

r�L.x;uh;ruh/ � ruh� expf#.uh/g dx � hwh; �uh expf#.uh/gi

C

Z
Rn

r�L.x;uh;ruh/ � r�uh expf#.uh/g dx

C

Z
Rn

�
DsL.x;uh;ruh/C # 0.uh/r�L.x;uh;ruh/ � ruh

�
�uh expf#.uh/g dx

D 0:

Let us observe that

r�L.x;uh;ruh/ � ruh ! r�L.x;u;ru/ � ru for a.e. x 2 Rn:

Since for each h 2 N we have�
�DsL.x;uh;ruh/ � # 0.uh/r�L.x;uh;ruh/ � ruh

�
�uh expf#.uh/g � 0;

Fatou’s Lemma yields

lim sup
h

Z
Rn

�
�DsL.x;uh;ruh/ � # 0.uh/r�L.x;uh;ruh/ � ruh

�
� �uh expf#.uh/g dx

�

Z
Rn

�
�DsL.x;u;ru/ � # 0.u/r�L.x;u;ru/ � ru

�
�u expf#.u/g dx:

Therefore, we conclude that

lim sup
h

Z
Rn

r�L.x;uh;ruh/ � ruh� expf#.uh/g dx

� lim sup
h

n Z
Rn

�
�DsL.x;uh;ruh/ � # 0.uh/r�L.x;uh;ruh/ � ruh

�
� �uh expf#.uh/g dx C hwh; �uh expf#.uh/gi

�

Z
Rn

r�L.x;uh;ruh/ � r�uh expf#.uh/g dx
o
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�

n Z
Rn

�
�DsL.x;u;ru/ � # 0.u/r�L.x;u;ru/ � ru

�
�u expf#.u/g dx

C hw; �u expf#.u/gi �

Z
Rn

r�L.x;u;ru/ � r�u expf#.u/g dx
o

D

Z
Rn

r�L.x;u;ru/ � ru� expf#.u/g dx;

where we used (6.25) with v D �u expf#.u/g. In particular, we haveZ
Rn

r�L.x;u;ru/ � ru � expf#.u/g dx

� lim inf
h

Z
Rn

r�L.x;uh;ruh/ � ruh� expf#.uh/g dx

� lim sup
h

Z
Rn

r�L.x;uh;ruh/ � ruh� expf#.uh/g dx

�

Z
Rn

r�L.x;u;ru/ � ru � expf#.u/g dx ;

namely

lim
h

Z
Rn

r�L.x;uh;ruh/ � ruh� expf#.uh/g dx

D

Z
Rn

r�L.x;u;ru/ � ru� expf#.u/g dx:

Since L.x; s; �/ is p-homogeneous, by (6.5) for each h 2 N we have

��pjruhj
p

� � expf#.uh/gr�L.x;uh;ruh/ � ruh ;

by the generalized Lebesgue’s theorem we deduce that:

lim
h

Z
Rn

�jruhj
p dx D

Z
Rn

�jruj
p dx:

Up to substituting � with �p; we get:

lim
h

Z
Rn

j�ruhj
p dx D

Z
Rn

j�ruj
p dx ;

which implies that

�ruh ! �ru in Lp.Rn/ ;

namely ruh ! ru in Lp.�/. �

Let us remark that, in general, since the imbedding W 1;p.Rn/ ,! Lp.Rn/ is not com-
pact, we cannot have strong convergence of .CPS/c sequences on unbounded domains of
Rn. Nevertheless, we have the following result.

Lemma 6.5. Let .uh/ be a .CPS/c-sequence for f . Then there exists u in W 1;p.Rn/ such
that, up to a subsequence, the following facts hold:

.a/ .uh/ converges to u weakly in W 1;p.Rn/ ;

.b/ .uh/ converges to u strongly in W 1;p.�/ for each � b Rn ;

.c/ u is a positive weak solution to (6.3).
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Proof. Since by Lemma 6.3 the sequence .uh/ is bounded in W 1;p.Rn/; of course .a/
holds. Now, fixed � b Rn, if we set

wh D h C g.x;uh/ � bjuhj
p�2uh 2 W �1;p0

.�/; h ! 0 in W �1;p0

.�/;

.b/ follows by Theorem 6.4 with w D g.x;u/ � bjujp�2u. Finally by Lemma 6.2, .c/ is
a consequence of equation (6.25). �

Let us now prove a technical Lemma that we shall use later.

Lemma 6.6. Let c 2 R and .uh/ be a bounded .CPS/c-sequence for f . Then for each
" > 0 there exists % > 0 such thatZ

fjuhj�%g

jruhj
p dx � "

for each h 2 N.

Proof. Let "; % > 0 and define for ı 2�0; 1Œ the function #ı W R ! R by setting

#ı.s/ D

8̂̂̂<̂
ˆ̂:

s if jsj � %

%C ı% � ıs if % < s < %C
%
ı

�% � ı% � ıs if � % �
%
ı
< s < �%

0 if jsj � %C
%
ı
:

(6.27)

Since #ı.uh/ 2 W 1;p.Rn/ \ L1.Rn/, we get

hwh; #ı.uh/i D

Z
Rn

r�L.x;uh;ruh/ � r#ı.uh/ dx

C

Z
Rn

DsL.x;uh;ruh/#ı.uh/ dx C

Z
Rn

bjuhj
p�2uh#ı.uh/

�

Z
Rn

g.x;uh/#ı.uh/ dx:

Then condition (6.8), b.x/ > 0 and j#ı.uh/j � % yieldZ
Rn

r�L.x;uh;ruh/ � r#ı.uh/ dx

�

Z
Rn

g.x;uh/#ı.uh/ dx C %kuhk
p
1;p C

1

p0p
p0

p ı
p0

p

kwhk
p0

�1;p0 C ıkuhk
p
1;p:

Since .uh/ is bounded in W 1;p.Rn/; there exists ı > 0 such that ıkuhk
p
1;p � "�=8 and

ı

Z
Rn

r�L.x;uh;ruh/ � ruh dx �
"�

2
; (6.28)

uniformly with h 2 N so large that 1

p0p
p0

p ı
p0

p

kwhk
p0

�1;p0 �
"�
8

. Now, sinceZ
Rn

g.x;uh/#ı.uh/ dx �

Z
fjuhj�%C

%
ı g

g.x;uh/uh dx

� kdkr

� Z
fjuhj�%C

%
ı g

juhj
r 0

dx
�1=r 0

C c

Z
fjuhj�%C

%
ı g

juhj
� dx;

we can find % > 0 such that Z
Rn

g.x;uh/#ı.uh/ dx �
"�

8
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and %kuhk
p
1;p

�
"�
8

. Therefore we obtainZ
fjuhj�%C

%
ı g

r�L.x;uh;ruh/ � r#ı.uh/ dx �
"�

2
;

namely, taking into account (6.28)Z
fjuhj�%g

r�L.x;uh;ruh/ � ruh dx � "�:

By (6.5) the proof is complete. �

Let us now introduce the “asymptotic functional” f1 W W 1;p.Rn/ ! R by setting

f1.u/ D
1

p

Z
Rn

jruj
p dx C

�

p

Z
Rn

juj
p dx �

1

q

Z
Rn

juC
j
q dx

and consider the associated p-Laplacian problem

� div
�
jruj

p�2
ru

�
C �juj

p�2u D uq�1 in Rn:

(See [45] for the case p > 2 and [19] for the case p D 2).
We now investigate the behavior of the functional f over its .CPS/c-sequences.

Lemma 6.7. Let .uh/ be a .CPS/c-sequence for f and u its weak limit. Then

f .uh/ � f .u/C f1.uh � u/; (6.29)

f 0.uh/.uh/ � f 0.u/.u/C f 0
1.uh � u/.uh � u/ (6.30)

as h ! C1, where the notation Ah � Bh means Ah � Bh ! 0.

Proof. By [37, Lemma 2.2] we have the splitting:Z
Rn

G.x;uh/ dx �

Z
Rn

G.x;u/ dx �
1

q

Z
Rn

j.uh � u/Cj
q dx D o.1/;

as h ! C1. Moreover, we easily get:Z
Rn

bjuhj
p dx �

Z
Rn

bjuj
p dx � �

Z
Rn

juh � uj
p dx D o.1/;

as h ! C1. Observe now that thanks to (6.18) we haveZ
fjxj>%g

r�L.x;uh;ruh/ � ruh dx �

Z
fjxj>%g

jruhj
p dx ! 0; as % ! C1;

uniformly in h 2 N andZ
fjxj>%g

r�L.x;u;ru/ � ru dx �

Z
fjxj>%g

jruj
p dx ! 0; as % ! C1:

Therefore, taking into account that for each � > 0 there exists c� > 0 with

jruhj
p

� c� jruj
p

C .1 C �/jruh � ruj
p ;

we deduce that for each " > 0 there exists % > 0 such that for each h 2 NZ
fjxj>%g

r�L.x;uh;ruh/ � ruh dx �

Z
fjxj>%g

r�L.x;u;ru/ � ru dx

�

Z
fjxj>%g

jr.uh � u/jp dx < zc" ;
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for some zc > 0. On the other hand, since by Lemma 6.5 we have

ruh ! ru in Lp.B.0; %/;Rn/;

we deduceZ
fjxj�%g

r�L.x;uh;ruh/ � ruh dx D

Z
fjxj�%g

r�L.x;u;ru/ � ru dx C o.1/;

as h ! C1. Then, for each " > 0 there exists h 2 N such thatZ
fjxj�%g

r�L.x;uh;ruh/ � ruh dx �

Z
fjxj�%g

r�L.x;u;ru/ � ru dx

�

Z
fjxj�%g

jr.uh � u/jp dx <bc" ;
for each h � h, for some bc > 0. Putting the previous inequalities together, we haveZ

Rn

r�L.x;uh;ruh/ � ruh dx

D

Z
Rn

r�L.x;u;ru/ � ru dx C

Z
Rn

jr.uh � u/jp dx C o.1/

as h ! C1. Taking into account that L.x; s; �/ is homogeneous of degree p, (6.29) is
proved. To prove (6.30), by the previous step and condition (6.15), it suffices to show thatZ

Rn

DsL.x;uh;ruh/uh dx D

Z
Rn

DsL.x;u;ru/u dx C o.1/; (6.31)

as h ! C1. By (6.19), we find b1; b2 > 0 such that for each " > 0 there exists % > 0

with Z
fjxj>%g

DsL.x;uh;ruh/uh dx � b1";

Z
fjxj>%g

DsL.x;u;ru/u dx � b2";

uniformly in h 2 N. On the other hand, combining .b/ of Lemma 6.5 with (6.13), the
generalized Lebesgue’s Theorem yieldsZ

fjxj�%g

DsL.x;uh;ruh/uh dx D

Z
fjxj�%g

DsL.x;u;ru/u dx C o.1/;

as h ! C1. Then, (6.30) follows by the arbitrariness of ". �

Let us recall from [98, Lemma I.1] the following result.

Lemma 6.8. Let 1 < p � 1 and 1 � q < 1 with q 6D p�. Assume that .uh/ is a
bounded sequence in Lq.Rn/ with .ruh/ bounded in Lp.Rn/ and there exists R > 0 such
that:

sup
y2Rn

Z
yCBR

juhj
q dx D o.1/ ;

as h ! C1. Then uh ! 0 in L˛.Rn/ for each ˛ 2�q;p�Œ.

Let .uh/ denote a concrete Palais-Smale sequence for f and let us assume that its weak
limit u is 0. If np0

nCp0 < r < p0, recalling that by (6.31) it resultsZ
Rn

DsL.x;uh;ruh/uh dx D o.1/;
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as h ! C1, we get

pc D pf .uh/ � f 0.uh/.uh/C o.1/ �

Z
Rn

g.x;uh/uh dxC

C o.1/ � kdkr kuhkr 0 C ckuhk
�
� C o.1/:

Hence, either kuhkr 0 or kuhk� does not converge strongly to 0. If we now apply Lemma 6.8
with p D q (note also that p < r 0; � < p�), taking into account that .uh/ is bounded in
W 1;p.Rn/ we find C > 0 and a sequence .yh/ � Rn with jyhj ! C1 such thatZ

yhCBR

juhj
p dx � C ;

for some R > 0. In particular, if �huh.x/ D uh.x � yh/, we haveZ
BR

j�huhj
p dx � C

and there exists u 6� 0 such that:

�huh * u in W 1;p.Rn/: (6.32)

If r D
np0

nCp0 ; the same can be obtained in a similar fashion since for each " > 0 there exist

d1;" 2 L`.Rn/ ` 2
� np0

n C p0
;p0

�
; d2;" 2 L

np0

nCp0 .Rn/

such that
d D d1;" C d2;"; kd2;"k np0

nCp0
� ":

We now show that u is a weak solution of

� div
�
jruj

p�2
ru

�
C �juj

p�2u D uq�1 in Rn: (6.33)

Lemma 6.9. Let .uh/ a .CPS/c-sequence for f with uh * 0. Then u is a weak solution
of (6.33). Moreover u > 0.

Proof. For all ' 2 C 1
c .Rn/ and h 2 N we set

8x 2 Rn
W .�h'/.x/ WD '.x C yh/:

Since .uh/ is a .CPS/c-sequence for f , we have that

8' 2 C 1
c .Rn/ W f 0.uh/.�

h'/ D o.1/;

namely, as h ! C1Z
Rn

r�L.x;uh;ruh/ � r�h' dx C

Z
Rn

DsL.x;uh;ruh/�
h' dx

C

Z
Rn

b.x/juhj
p�2uh�

h' dx �

Z
Rn

g.x;uh/�
h' dx D o.1/:

Of course, as h ! C1 we haveZ
Rn

b.x/juhj
p�2uh�

h' dx D

Z
supp'

b.x � yh/j�huhj
p�2�huh' dx

! �

Z
Rn

juj
p�2u' dx;Z

Rn

g.x;uh/�
h' dx D

Z
supp'

g.x � yh; �huh/' dx !

Z
Rn

juC
j
q�1' dx:
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Next, we have Z
Rn

r�L.x;uh;ruh/ � r�h' dx

D

Z
supp'

r�L.x � yh; �huh;r�huh/ � r' dx

!

Z
Rn

jruj
p�2

ru � r' dx:

Now, for each " > 0, Lemma 6.6 gives a % > 0 such thatZ
Rn

DsL.x;uh;ruh/�
h' dx � zc"C

Z
fjuhj>%g

DsL.x;uh;ruh/�
h' dx:

On the other hand, by (6.10) we haveZ
fjuhj>%g

DsL.x;uh;ruh/�
h' dx

D

Z
supp'\fj�huhj>%g

DsL.x � yh; �huh;r�huh/' dx D o.1/;

as h ! C1. By arbitrariness of " we conclude the proof. Finally u � 0 follows by
Lemma 6.2 and u > 0 follows by [143, Theorem 1.1]. �

Lemma 6.10. Let .uh/ be a .CPS/c-sequence for f with uh * 0. Then

f1.u/ � lim inf
h

f1.�huh/:

Proof. Since .uh/ weakly goes to 0; Lemma 6.7 gives f 0
1.uh/.uh/ ! 0 as h ! C1; so

that
f 0

1.�huh/.�huh/ ! 0 as h ! C1;

namely Z
Rn

jr�huhj
p dx C �

Z
Rn

j�huhj
p dx �

Z
Rn

.�huC

h
/q dx ! 0

as h ! C1. Therefore

f1.�huh/ �
� 1

p
�

1

q

� Z
Rn

.�huC

h
/q dx ! 0:

Similarly, Lemma 6.9 yields

f1.u/ D
� 1

p
�

1

q

� Z
Rn

juj
q dx;

and the assertion follows by Fatou’s Lemma. �

Lemma 6.11. If .uh/ is a .CPS/c-sequence for f with uh * 0, then f1.u/ � c.

Proof. Since Lemma 6.7 yields

f .uh/ � f1.�huh/; as h ! C1;

by the previous Lemma we conclude the proof. �

We finally come to the proof of the main result of this section.
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Proof of Theorem 6.1. Since G is super-linear at C1, (6.12), for all u in the space W 1;p.Rn/nf0g,

u � 0 ) lim
t!C1

f .tu/ D �1:

Let v 2 C 1
c .Rn/ positive be such that for all t > 1 W f .tv/ < 0, and define the min-max

class
� D

n
 2 C.Œ0; 1�;W 1;p.Rn// W  .0/ D 0;  .1/ D v

o
;

and the min-max value
c D inf

2�
max

t2Œ0;1�
f . .t//:

Let us remark that for each u 2 W 1;p.Rn/

f .u/ � �kruk
p
p C

b
p

kuk
p
p �

Z
Rn

G.x;u/ dx:

Then, since by (6.16) it results

lim
h

R
Rn G.x; wh/

kwhk
p
1;p

D 0

for each .wh/ that goes to 0 in W 1;p.Rn/, f has a mountain pass geometry, and by the
deformation Lemma of [36] there exists a .CPS/c-sequence .uh/ � W 1;p.Rn/ for f . By
Lemma 6.5 it results that .uh/ converges weakly to a positive weak solution u of (6.3).
Therefore, if u 6D 0, we are done. On the other hand, if u D 0 let us consider u. We now
prove that u is a weak solution to our problem. Since we have for each u 2 W 1;p.Rn/nf0g

u � 0 ) lim
t!C1

f1.tu/ D �1 ;

we find R > 0 so large that

8a; b � 0 W a C b D R ) f1.au C bv/ < 0:

Define the path  W Œ0; 1� ! W 1;p.Rn/ by

 .t/ D

8̂̂̂<̂
ˆ̂:

3Rtu if t 2

h
0; 1

3

i
.3t � 1/Rv C .2 � 3t/Ru if t 2

h
1
3
; 2

3

i
.3R C 3t � 3Rt � 2/v if t 2

h
2
3
; 1

i
:

Of course we have  2 � , f1. .t// < 0 for each t 2�1
3
; 1� and by [45, Lemma 2.4]

max
t2Œ0; 1

3 �
f1. .t// D f1.u/:

Hence, by Lemma (6.11) and the assumptions on L and g, we have

c � max
t2Œ0;1�

f . .t// � max
t2Œ0;1�

f1. .t// D f1.u/ � c:

Therefore, since  is an optimal path in � , by the non-smooth deformation Lemma of [36],
there exists t 2�0; 1Œ such that  .t/ is a critical point of f at level c. Moreover  .t/ D u,
otherwise

f . .t// � f1. .t// < f1.u/ D c;

in contradiction with f . .t// D c. Then u is a positive solution to (6.3). �
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Remark 6.12. Let 1 < p < n, q > p and � > 0. As a by-product of Theorem 6.1, taking

L.x; s; �/ D
1

p
j�jp C

�

p
jsj

p
�

1

q
jsj

q;

we deduce that the problem

� div
�
jruj

p�2
ru

�
C �juj

p�2u D juj
q�2u in Rn ; (6.34)

has at least one nontrivial positive solution u 2 W 1;p.Rn/. (see also [45, 145]).
In some sense, Theorem 6.1 implies that the "-perturbed problem

� div
�
.1 C ".x;u;ru//jruj

p�2
ru

�
C �juj

p�2u D juj
q�2u in Rn ; (6.35)

has at least one nontrivial positive solution u 2 W 1;p.Rn/.

Remark 6.13. By [6, Lemma 1.4] we have a local boundedness property for solutions of
problem (6.3), namely for each� b Rn each weak solution u 2 W 1;p.�/ of (6.3) belongs
to L1.�/ provided that in (6.14) is d 2 Ls.�/ for a sufficiently large s. (see [6, 36]).

6.3. Fully nonlinear problems at critical growth. Let � � Rn be a bounded domain,
1 < p < n and p < q < p� D

np
n�p

. In this section we are concerned with the existence

of two nontrivial solutions in W
1;p

0
.�/ of the problem (6.36),

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D juj

p��2u C �juj
q�2u C "h in �

u D 0 on @�
(6.36)

with h 2 Lp0

.�/, h 6� 0, provided that " > 0 is small and � > 0 is large.
Motivations for investigating problems as (6.36) come from various situations in geom-

etry and physics which present lack of compactness (see e.g. [28]). A typical example is
Yamabe’s problem, i.e. find u > 0 such that

�4
n � 1

n � 2
�M u D R0u.nC2/=.n�2/

� R.x/u on M;

for some constant R0, where M is an n-dimensional Riemannian manifold, R.x/ its scalar
curvature and ��M is the Laplace-Beltrami operator on M . Since p� is the critical
Sobolev exponent for which the embedding W

1;p
0 .�/ ,! Lp�

.�/ fails to be compact,
as known, one encounters serious difficulties in applying variational methods to (6.36). As
known, in general, if h � 0 and � D 0, to obtain a solution of

��pu D juj
p��2u in �

u D 0 on @�;

one has to consider in detail the geometry of � (see e.g. [16]) or has to replace the critical
term up��1 with up��1�" and then investigate the limits of u" as " ! 0 (nearly critical
growth, see [72] and references therein). Let us now assume that h � 0 and � 6D 0. As we
showed in Corollary 9.21 by the general Pohozǎev identity of Pucci and Serrin [117], if

p�
rxL.x; s; �/ � x � nDsL.x; s; �/s � 0;

a.e. in � and for all .s; �/ 2 R � Rn, then (6.36) admits no nontrivial smooth solution for
each � � 0 when the domain � is star-shaped and L is sufficiently smooth. Therefore, in
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this case we are reduced to consider positive �. Let us briefly recall the historical back-
ground of existence results for problems at critical growth with lower-order perturbations.
In 1983, in a pioneering paper [28], Brézis and Nirenberg proved that the problem

��u D u.nC2/=.n�2/
C �u in �

u > 0 in �

u D 0 on @�

has at least one solution u 2 H 1
0
.�/ provided that

� 2

(
.0; �1/ if n � 4;

.�1=4; �1/ if n D 3 and � D B.0;R/;

where �1 is the first eigenvalue of �� in�. The extension to the p-Laplacian was achieved
by Garcia Azorero and Peral Alonso in [70, 71] (see also [11]). Namely, they proved the
existence of a nontrivial solution of:

��pu D juj
p��2u C �juj

q�2u in �

u D 0 on @�

provided that

� 2

8̂̂̂<̂
ˆ̂:
.0; �1/ if 1 < p D q < p� and p2 � n I

.�0;1/ if 1 < p < q < p� and p2 > n I

.0;1/ if 1 < p < q < p� and p2 � n I

.0;1/ if maxfp;p� �
p

p�1
g < q < p� ;

where �1 is the first eigenvalue of ��p and �0 is a suitable positive real number. Finally,
for bifurcation and multiplicity results in the semi-linear case (p D 2), we refer to the
paper of Cerami, Fortunato and Struwe [38].

Let us now assume h 6� 0. Then, a natural question is whether inhomogeneous prob-
lems like (6.36) have more than one solution. For bounded domains one of the first answers
was given in 1992 by Tarantello in [141], where it is shown that the problem

��u D juj
2��2u C h.x/ in �

u D 0 on @�

admits two distinct solutions u1;u2 2 H 1
0 .�/ if khk2 is small. The existence of two

nontrivial solutions for the p-Laplacian problem

��pu D juj
p��2u C �juj

q�2u C h.x/ in �

u D 0 on @�

for 1 < p < q < p�, � large and khkp0 small enough, has been proven in 1995 by
Chabrowski in [41]. This achievement has been recently extended by Zhou in [150] to the
equation:

��pu C cjuj
p�2u D juj

p��2u C f .x;u/C h.x/

on the entire Rn, where f .x;u/ is a lower-order perturbation of jujp
��2u. This case

involves a double loss of compactness, one due to the unboundedness of the domain and
the other due to the critical Sobolev exponent. Now, more recently, some results for the
more general problem

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D g.x;u/ in �
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u D 0 on @�

with g subcritical and super-linear have been considered in [6, 113] and [133]. It is there-
fore natural to see what happens when g has a critical growth.

A first answer was given in 1998 by Arioli and Gazzola in [10], where they proved the
existence of a nontrivial solution u 2 H 1

0
.�/ for a class of quasi-linear equations of the

type

�

nX
i;jD1

Dj .aij .x;u/Diu/C
1

2

nX
i;jD1

Dsaij .x;u/DiuDj u D juj
2��2u C �u; (6.37)

where the coefficients .aij .x; s// satisfy some suitable assumptions, including a semi-
linear asymptotic behavior as s ! C1 (see remark 6.15).

Now, in view of the above mentioned results for ��, ��p , we expect that problems
.P";�/ admits at least two nontrivial solutions for " small and � large. To prove this, we
shall argue on the functional f";� W W

1;p
0 .�/ ! R given by

f";�.u/ D

Z
�

L.x;u;ru/ dx �
1

p�

Z
�

juj
p�

dx �
�

q

Z
�

juj
q dx � "

Z
�

hu dx; (6.38)

where W
1;p

0 .�/ will be endowed with the norm kuk1;p D
�R
�

jrujp dx
�1=p .

The first solution is obtained via a local minimization argument while the second so-
lution will follow by the mountain pass theorem without Palais-Smale condition in its
non-smooth version (see [36]).

In general, under reasonable assumptions on L, f";� is continuous but not even locally
Lipschitzian unless L does not depend on u or is subjected to some very restrictive growth
conditions. Then, we shall refer to the non-smooth critical point theory developed in [36,
50, 58].

We assume that L.x; s; �/ W � � R � Rn ! R is measurable in x for all .s; �/ 2

R � Rn; of class C 1 in s and of class C 2 in � and that L.x; s; �/ is strictly convex and
p-homogeneous with L.x; s; 0/ D 0. Moreover, we shall assume that:

� There exists � > 0 such that

L.x; s; �/ �
�

p
j�jp

a.e. in � and for all .s; �/ 2 R � Rn ;
� there exists c1; c2 2 R such that

jDsL.x; s; �/j � c1j�jp

a.e. in � and for all .s; �/ 2 R � Rn andˇ̌̌
r

2
��L.x; s; �/

ˇ̌̌
� c2j�jp�2 (6.39)

a.e. in � and for all .s; �/ 2 R � Rn ;
� there exist R > 0 and  2�0; q � pŒ such that

jsj � R ) DsL.x; s; �/s � 0 (6.40)

a.e. in � and for all .s; �/ 2 R � Rn and

DsL.x; s; �/s � L.x; s; �/ (6.41)

a.e. in � and for all .s; �/ 2 R � Rn.
Assumptions (6.40) and (6.41) have already been considered in literature (see [6, 113,
133]). Under the previous assumptions, the following is our main result:
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Theorem 6.14. There exists �0 > 0 such that for all � > �0 there exists "0 > 0 such that
(6.36) has at least two nontrivial solutions in W

1;p
0

.�/ for each 0 < " < "0.

This result extends the achievements of [41, 141] to a more general class of elliptic
boundary value problems. We stress that, unlike in [41], we proved our result without
any use of concentration-compactness techniques. Indeed, to prove the existence of the
first solution as a local minimum of f";�, we showed that our functional is weakly lower
semi-continuous on small balls of W

1;p
0

.�/. From this point of view, our approach seems
to be simpler and more direct. Furthermore, we gave in Theorem 6.25 a precise range
of compactness for f";�. This, to our knowledge, has not been previously stated for fully
nonlinear elliptic problems and not even for the quasi-linear elliptic equation (6.37). In
fact, in [10] it was only found a “nontrivial energy range” for the functional, inside which
weak limits of Palais-Smale sequences are nontrivial and are solutions of (6.37).

Remark 6.15. Note that no asymptotic behavior has been assumed on L.x; s; �/ and
DsL.x; s; �/s when s goes to C1, while in [10], to prove that problem (6.37) has a
solution, it was assumed that

lim
s!C1

aij .x; s/ D ıij ; lim
s!C1

sDsaij .x; s/ D 0; .i; j D 1; : : : ; n/

uniformly with respect to x 2 �, namely problem (6.37) converges “in some sense” to the
semi-linear equation ��u D juj2

��2u C �u.

Remark 6.16. We point out that we assumed (6.40) just for jsj � R, while in [10], for
problem (6.37), it was assumed that:

8s 2 R W

nX
i;jD1

sDsaij .x; s/�i�j � 0

for a.e. x 2 � and each � 2 Rn.

6.4. The first solution. Let us note that by combining L.x; s; 0/ D 0 and (6.39), one
finds b1; b2 > 0 such that:

L.x; s; �/ � b1j�jp; (6.42)
for a.e. x 2 � and each .s; �/ 2 R � Rn and

jr�L.x; s; �/j � b2j�jp�1 (6.43)

for a.e. x 2 � and each .s; �/ 2 R � Rn. We now prove a weakly lower semi-continuity
property for f";�.

Theorem 6.17. There exists % > 0 such that the functional f";� is weakly lower semi-
continuous on

˚
u 2 W

1;p
0 .�/ W kuk1;p � %

	
, for each � 2 R and " > 0.

Proof. Let .uh/ � W
1;p

0 .�/ and u with uh * u in W
1;p

0 .�/ and kuhk1;p � %. Taking
into account that up to a subsequence we have

uh ! u in Lp.�/ ; ruh * ru in Lp.�/ ; (6.44)

and uh.x/ ! u.x/ for a.e. x 2 �, by the growth condition (6.42), it results:Z
�

L.x;uh;ru/ dx D

Z
�

L.x;u;ru/ dx C o.1/;

as h ! C1. Also note thatZ
�

juhj
q dx D

Z
�

juj
q dx C o.1/;
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�

huh dx D

Z
�

hu dx C o.1/;

as h ! C1. In particular, it suffices to show that for % small:

lim inf
h

n Z
�

L.x;uh;ruh/ dx �

Z
�

L.x;uh;ru/ dx

�
1

p�

Z
�

juhj
p�

dx C
1

p�

Z
�

juj
p�

dx
o

� 0

(6.45)

Let us now consider for each k � 1 the function Tk W R ! R given by

Tk.s/ D

8̂<̂
:

�k if s � �k

s if � k � s � k

k if s � k

and let Rk W R ! R be the map defined by Rk D Id � Tk , namely

Rk.s/ D

8̂<̂
:

s C k if s � �k

0 if � k � s � k

s � k if s � k:

It is easily seen thatZ
�

L.x;uh;ruh/ dx D

Z
�

L.x;uh;rTk.uh// dx C

Z
�

L.x;uh;rRk.uh// dx;

(6.46)
for each k 2 N. Of course, we also haveZ

�

L.x;uh;ru/ dx D

Z
�

L.x;uh;rTk.u// dx C

Z
�

L.x;uh;rRk.u// dx; (6.47)

for each k 2 N. Now, taking into account thatZ
�

juj
p��1

juh � uj dx D o.1/

as h ! C1, and that for any k 2 NZ
�

jTk.uh/ � Tk.u/j
p�

dx D o.1/

as h ! C1, there exist c1; c2; c3 > 0 such that
1

p�

Z
�

juhj
p�

dx �
1

p�

Z
�

juj
p�

dx

� c1

Z
�

�
juhj

p��1
C juj

p��1
�

juh � uj dx

� c2

Z
�

juh � uj
p�

dx C o.1/

� c3

Z
�

jTk.uh/ � Tk.u/j
p�

dx C c3

Z
�

jRk.uh/ � Rk.u/j
p�

dx C o.1/

D c3

Z
�

jRk.uh/ � Rk.u/j
p�

dx C o.1/

(6.48)

for any k fixed, as h ! C1. For each h; k 2 N we haveZ
�

L.x;uh;rRk.uh// dx �
�

p

Z
�

jrRk.uh/j
p dx:
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On the other hand, by the definition of Rk we haveZ
�

L.x;uh;rRk.u// dx � c1

Z
�

jrRk.u/j
p dx � �

�

p

Z
�

jrRk.u/j
p dx C o.1/ ;

as k ! C1, uniformly in h 2 N. In particular, since for each k 2 N it holds

lim inf
h

n Z
�

L.x;uh;Tk.ruh// dx �

Z
�

L.x;uh;Tk.ru// dx
o

� 0;

by (6.46), (6.47) and (6.48) there exists cp > 0 such that:

lim inf
h

n Z
�

L.x;uh;ruh/ dx �

Z
�

L.x;uh;ru/ dx

�
1

p�

Z
�

juhj
p�

dx C
1

p�

Z
�

juj
p�

dx
o

� lim inf
h

n Z
�

L.x;uh;rRk.uh// dx �

Z
�

L.x;uh;rRk.u// dx

� c3

Z
�

jRk.uh/ � Rk.u/j
p�

dx
o

� lim inf
h

n �
p

Z
�

jrRk.uh/j
p dx �

�

p

Z
�

jrRk.u/j
p dx

� c3

Z
�

jRk.uh/ � Rk.u/j
p�

dx
o

� o.1/ �

� lim inf
h

n
cp

Z
�

jrRk.uh/ � rRk.u/j
p dx

� c3

Z
�

jRk.uh/ � Rk.u/j
p�

dx
o

� o.1/

(6.49)

as k ! C1. Now, by Sobolev inequality, we find b1; b2 > 0 with

lim inf
h

n
cp

Z
�

jrRk.uh/ � rRk.u/j
p dx � c3

Z
�

jRk.uh/ � Rk.u/j
p�

dx
o

� lim inf
h

kRk.uh/ � Rk.u/k
p
p�

n
b1 � b2kRk.uh/ � Rk.u/k

p��p
p�

o
� 0

provided that kuhk1;p � % with % sufficiently small and independent of " and �. In partic-
ular, (6.45) follows by (6.49) by the arbitrariness of k. �

Lemma 6.18. For each � 2 R there exist " > 0 and %; � > 0 such that

8u 2 W
1;p

0
.�/ W kuk1;p D % ) f";�.u/ > �:

Proof. Since

f";�.u/ �
�

p

Z
�

jruj
p dx �

1

p�

Z
�

juj
p�

dx �
�

q

Z
�

juj
q dx � "

Z
�

hu dx;

arguing as in [41, Lemma 2], one gets

f";�.u/ � kuk1;p

�
kuk

p�1
1;p '�.kuk1;p/ � "khkp0cLn.�/

p��p

pp�

�
(6.50)

where '� W Œ0;C1Œ! R is given by

'�.�/ D
�

p
�

S�p�

p�
�p��p

�
�

q
cqLn.�/

p��q

p� �q�p
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for some c > 0. The assertion now follows. �

Proposition 6.19. For each � 2 R there exists "0 > 0 such that (6.36) admits at least one
nontrivial solution u1 2 W

1;p
0 .�/ for each " < "0. Moreover f";�.u1/ < 0.

Proof. Let us choose � 2 W
1;p

0
.�/ in such a way that:

R
�

h� dx > 0. Therefore, since
for each t > 0 it results

f";�.t�/ D tp

Z
�

L.x; t�;r�/ dx �
tp�

p�

Z
�

j�j
p�

dx �
�tq

q

Z
�

j�j
q dx � "t

Z
�

h� dx;

there exists t";� > 0 such that f";�.t�/ < 0 for each t 2�0; t";�Œ. In particular,

inf
kuk1;p�%

f";�.u/ < 0 ;

for each % > 0 sufficiently small. Now, by Theorem 6.17 there exist % > 0 and u1 2

W
1;p

0 .�/ with ku1k1;p � % such that:

f";�.u1/ D min
kuk1;p�%

f";�.u/ < 0:

Moreover, up to reducing %, it has to be ku1k1;p < % if " > 0 is small enough, otherwise
by Lemma 6.18 we would get f";�.u1/ � 0. In particular, u1 is a solution of (6.36). �

Remark 6.20. Note that by (6.50), one can get a weak solution of (6.36) for each " > 0

on domains � with Ln.�/ sufficiently small.

Remark 6.21. Following Lemmas 3 and 4 in [41], one obtains existence of a weak solution
also in the case p � q. On the other hand we remark that if p � q and � > 0 one has to
require that Ln.�/ is sufficiently small.

6.5. The concrete Palais-Smale condition. In this section we prove that f";� satisfies the
concrete Palais-Smale condition at levels c within a suitable range of values.

Lemma 6.22. Let c 2 R. Then each .CPS/c-sequence for f";� is bounded.

Proof. Let c 2 R and let .uh/ be a .CPS/c-sequence for f";�. Set:

hwh; 'i D

Z
�

r�L.x;uh;ruh/ � r' dx C

Z
�

DsL.x;uh;ruh/' dx

�

Z
�

g";�.x;uh/' dx �

Z
�

juhj
p��2uh' dx

for all ' 2 C 1
c .�/ where kwhk�1;p0 ! 0 as h ! C1 and

g";�.x; s/ D �jsj
q�2s C "h.x/:

for a.e. x 2 � and all s 2 R. It is easily verified that for each ˛ 2 Œp;p�Œ there exists
b˛ 2 L1.�/ such that:

g";�.x; s/s C jsj
p�

� ˛
˚�

q
jsj

q
C

1

p�
jsj

p�

C "h.x/s
	

� b˛.x/

a.e. in � and for each s 2 R. Now, from
f 0

";�
.uh/.uh/

kuhk1;p
D o.1/ as h ! C1, one deduces

that Z
�

pL.x;uh;ruh/ dx C

Z
�

DsL.x;uh;ruh/uh dx

D

Z
�

g";�.x;uh/uh dx C

Z
�

juhj
p�

dx C hwh;uhi
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� ˛
n�

q

Z
�

juhj
q dx C

1

p�

Z
�

juhj
p�

dx C "

Z
�

huh dx
o

�

Z
�

b˛.x/ dx C hwh;uhi

� ˛

Z
�

L.x;uh;ruh/ dx � f̨";�.uh/ �

Z
�

b˛.x/ dx C hwh;uhi:

On the other hand, by (6.41) one obtains

�

p
.˛ �  � p/

Z
�

jruhj
p dx � .˛ �  � p/

Z
�

L.x;uh;ruh/ dx

� f̨";�.uh/C

Z
�

b˛.x/ dx C kwhk�1;p0kuhk1;p:

Choosing now ˛ > p in such a way that ˛ �  � p > 0, one obtains the assertion. �

Remark 6.23. By exploiting the proof of Lemma 6.22 one notes that

sup
˚ˇ̌ Z

�

hu dx
ˇ̌

W u is a critical point of f";� at level c 2 R
	

� �

for some � > 0 independent on " > 0 and � > 0.

Remark 6.24. Let 1 � p < 1. It is readily seen that the following proposition holds:
assume that uh ! u strongly in Lp.�/ and vh ! v weakly in Lp0

.�/ and a.e. in �.
Then uhvh ! uv strongly in L1.�/.

Let now S denote the best Sobolev constant (cf. [139])

S D inf
˚
kruk

p
p W u 2 W

1;p
0 .�/; kukp� D 1

	
:

The next result is the main technical tool of this section.

Theorem 6.25. There exist K > 0 and "0 > 0 such that f";� satisfies .CPS/c with

0 < c <
p� �  � p

p�. C p/
.�S/n=p � K" (6.51)

for each " < "0 and � > 0.

Proof. Let .uh/ be a concrete Palais-Smale sequence for f";� at level c. Since .uh/ is
bounded in W

1;p
0

.�/ by Lemma 6.22, up to a subsequence we have

uh ! u in Lp.�/ ; ruh * ru in Lp.�/:

Moreover, as shown in [22], we also have:

for a:e: x 2 � W ruh.x/ ! ru.x/:

Arguing as in [133, Theorem 3.2] we get

hw";�;ui C kuk
p�

p� D

Z
�

r�L.x;u;ru/ � ru dx C

Z
�

DsL.x;u;ru/u dx ;

where w";� 2 W �1;p0

.�/ is defined by

hw";�; vi D �

Z
�

juj
q�2uv dx C "

Z
�

hv dx:
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This, following again [133, Theorem 3.2], yields the existence of d 2 R with

lim sup
h

�Z
�

r�L.x;uh;ruh/ � ruh �

Z
�

juhj
p�

dx

�
� d �

˚ Z
�

r�L.x;u;ru/ � ru �

Z
�

juj
p�

dx
	
:

(6.52)

Of course, we haven
r�L.x;uh;ruh/ � r�L.x;uh;r.uh � u//

o
* r�L.x;u;ru/

in Lp0

.�/. Let us note that it actually holds the strong limitn
r�L.x;uh;ruh/ � r�L.x;uh;r.uh � u//

o
! r�L.x;u;ru/

in Lp0

.�/, since by (6.39) there exist � 2�0; 1Œ and c > 0 withˇ̌
r�L.x;uh;ruh/ � r�L.x;uh;r.uh � u//

ˇ̌
�

ˇ̌̌
r

2
��L.x;uh;ruh C .� � 1/ru/

ˇ̌̌
jruj

� cjruhj
p�2

jruj C cjruj
p�1:

Therefore, by Remark 6.24, we have

r�L.x;uh;ruh/ � ruh

D r�L.x;uh;r.uh � u// � ruh C r�L.x;u;ru/ � ruh C o.1/

D r�L.x;uh;r.uh � u// � r.uh � u/C r�L.x;u;ru/ � ru C o.1/ in L1.�/ ;

as h ! C1, namely

r�L.x;uh;ruh/ � ruh � r�L.x;u;ru/ � ru (6.53)

D r�L.x;uh;r.uh � u// � r.uh � u/C o.1/ in L1.�/ ; (6.54)

as h ! C1. In a similar way, since there exists zc > 0 withˇ̌̌
juhj

p�

� juhj
p��p

juh � uj
p

ˇ̌̌
� zc

h
juhj

p��p.juhj
p�1

C juj
p�1/

i
juj;

one obtains n
juhj

p�

� juhj
p��p

juh � uj
p

o
! juj

p�

in L1.�/: (6.55)

In particular, by combining (6.52), (6.53) and (6.55), it results:

lim sup
h

Z
�

h
r�L.x;uh;r.uh � u// � r.uh � u/ � juhj

p��p
juh � uj

p
i

dx � 0: (6.56)

On the other hand, by Hölder and Sobolev inequalities, we getZ
�

h
r�L.x;uh;r.uh � u// � r.uh � u/ � juhj

p��p
juh � uj

p
i

dx (6.57)

� �kr.uh � u/kp
p �

1

S
kuhk

p��p
p� kr.uh � u/kp

p (6.58)

D f� �
1

S
kuhk

p��p
p� gkr.uh � u/kp

p ; (6.59)

which turns out to be coercive if

lim sup
h

kuhk
p�

p� < .�S/n=p: (6.60)
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Now, from f";�.uh/ ! c we deduceZ
�

L.x;uh;ruh/ dx �
1

p�
kuhk

p�

p� D
�

q
kuk

q
q C "

Z
�

hu dx C c C o.1/ ; (6.61)

as h ! C1. On the other hand, by using (6.41), from f 0
";�
.uh/.uh/ ! 0 we obtain

 C p

p

Z
�

L.x;uh;ruh/ dx �
1

p
kuhk

p�

p� �
�

p
kuk

q
q C

"

p

Z
�

hu dx C o.1/ ; (6.62)

as h ! C1. Multiplying (6.61) by Cp
p

, we obtain

 C p

p

Z
�

L.x;uh;ruh/ dx �
 C p

pp�
kuhk

p�

p� (6.63)

D
 C p

pq
�kuk

q
q C

 C p

p
"

Z
�

hu C
 C p

p
c C o.1/ ; (6.64)

as h ! C1. Therefore, by combining (6.63) with (6.62), one gets

p� �  � p

pp�
kuhk

p�

p� � �
q �  � p

pq
�kuk

q
q C c0"

Z
�

hu dx C
 C p

p
c C o.1/ (6.65)

� c0"

Z
�

hu dx C
 C p

p
c C o.1/ ; (6.66)

as h ! C1. Now, taking into account Remark 6.23, we deduce

kuhk
p�

p� �
p�. C p/

p� �  � p
c C zK"C o.1/;

as h ! C1 for some zK > 0. In particular, condition (6.60) is fulfilled if

p�. C p/

p� �  � p
c C zK" < .�S/n=p

which yields range (6.51) for " small and a suitable K > 0. By combining (6.56) and
(6.57) we conclude that uh goes to u strongly in W

1;p
0

.�/. �

Remark 6.26. We observe that for the equation

��pu D juj
p��2u C �juj

q�2u C "h in �;

being  D 0 and � D 1, our range of compactness (6.51) reduces to:

0 < c <
Sn=p

n
� K":

See also the results of [41].

6.6. The second solution. Let us finally come to the proof of Theorem 6.14.

Proof. Let us choose � 2 W
1;p

0
\ L1.�/ such that

k�kp� D 1 and
Z
�

h� dx < 0:

It is easily seen that
lim

t!C1
f";�.t�/ D �1 ;

so that there exists t�;" > 0 with

f";�.t�;"�/ D sup
t�0

f";�.t�/ > 0: (6.67)
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Taking into account (6.41), the value t�;" must satisfy

"

Z
�

h� D t
q�1

�;"

n
t
p�q

�;"

h Z
�

pL.x; t�;"�;r�/ dx

C

Z
�

DsL.x; t�;"�;r�/t�;"� dx
i

� t
p��q

�;"
� �

Z
�

j�j
q dx

o
� t

q�1

�;"

n
t
p�q

�;"
M

Z
�

jr�j
p dx � t

p��q

�;"
� �

Z
�

j�j
q dx

o
;

for some M > 0. Now, being

lim
�!C1

n
t
p��q

�;"
C �

Z
�

j�j
q dx

o
D C1

it has to be t�;" ! 0 as � ! C1. In particular, by (6.67) we obtain

lim
�!C1

sup
t�0

f";�.t�/ D 0 ;

so that there exists �0 > 0 such that:

0 < sup
t�0

f";�.t�/ <
p� �  � p

p�. C p/
.�S/n=p � K" (6.68)

for each � � �0 and " < "0. Let w D t� with t so large that f";�.w/ < 0 and set

˚ D
˚
 2 C.Œ0; 1�;W

1;p
0

.�// W  .0/ D 0;  .1/ D w
	

and

ˇ";� D inf
2˚

max
t2Œ0;1�

f";�. .t//

Taking into account Lemma 6.18, by Theorem 2.10 one finds .uh/ � W
1;p

0
.�/ with:

f";�.uh/ ! ˇ";�; jdf";�j.uh/ ! 0 ;

0 < � � ˇ";� D inf
2˚

max
t2Œ0;1�

f";�. .t// � sup
t�0

f";�.t�/: (6.69)

By Theorem 6.25 f";� satisfies .CPS/ˇ";�
, since by (6.68) and (6.69)

� � �0 ) 0 < ˇ";� <
p� �  � p

p�. C p/
.�S/n=p � K"

for each " < "0. Therefore there exist a subsequence of .uh/ � W 1;p.�/ strongly con-
vergent to some u2 which solves (6.36). Since f";�.u1/ < 0 and f";�.u2/ > 0, of course
u1 6� u2. �

Remark 6.27. In the case 1 < q � p < p�, in general, our method is inconclusive since
it may happen that

lim
�!C1

sup
t�0

f";�.t�/ 6D 0:

See section 4 of [41] where this is discussed for the p-Laplacian.
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6.7. One solution for a more general nonlinearity. Assume that L.x; s; �/ W � � R �

Rn ! R is measurable in x for all .s; �/ 2 R � Rn; of class C 1 in .s; �/ and that L.x; s; �/

is strictly convex and p�homogeneous with L.x; s; 0/ D 0. Moreover:
� there exist � > 0 and c1; c2 > 0 such that:

L.x; s; �/ �
�

p
j�jp; jDsL.x; s; �/j � c1j�jp; (6.70)

a.e. in � and for all .s; �/ 2 R � Rn and

jr�L.x; s; �/j � c2j�jp�1; (6.71)

a.e. in � and for all .s; �/ 2 R � Rn ;
� there exist R;R0 > 0 and  2 .0;p� � p/ such that:

jsj � R ) DsL.x; s; �/s � 0; (6.72)

jsj � R0
) DsL.x; s; �/s � L.x; s; �/; (6.73)

a.e. in � and for all .s; �/ 2 R � Rn ;
� Let �1 be the first eigenvalue of ��p with homogeneous boundary conditions.

Let g W � � R ! R be a Carathéodory function such that

8" > 0 9a" 2 L
np

n.p�1/Cp .�/ W jg.x; s/j � a".x/C "jsj
p��1; (6.74)

lim sup
s!0

G.x; s/

jsjp
<
��1

p
; G.x; s/ � 0; (6.75)

uniformly for a.e. x 2 � and each s 2 R. Moreover, we assume that there exists a
nonempty open set �0 � � such that

� if n < p2 (critical dimensions),

lim
s!C1

G.x; s/

sp.npCp�2n/
ı
.p�1/.n�p/

D C1 (6.76)

uniformly for a.e. x 2 �0.
� if n D p2 W 9� > 0, there exist �; a > 0 such that

8s 2 Œ0; a� W G.x; s/ � �jsj
p or 8s � a W G.x; s/ � �.jsj

p
� ap/; (6.77)

for a.e. x 2 �0.
� if n > p2, there exists � > 0 and b > a such that

8s 2 Œa; b� W G.x; s/ � � (6.78)

for a.e. x 2 �0.
Conditions (6.70), (6.71), (6.72) and (6.73) have already been considered in [6, 133], while
assumptions (6.74), (6.75), (6.76), (6.77) and (6.78) can be found in [11]. Note that g.x;u/

is neither assumed to be positive nor homogeneous in u.
Under additional assumptions (6.81) and (6.82), that will be stated in the next sections,

we have the following result.

Theorem 6.28. Cg admits at least one nontrivial solution.

This result extends the achievements of [10, 11] to a more general class of elliptic
boundary value problems. We remark that we assume (6.72) and (6.73) for jsj � R,
while in [10] these assumptions are requested for each s 2 R.



EJDE-2006/MON. 07 ON A CLASS OF QUASI-LINEAR ELLIPTIC PROBLEMS 135

6.8. Existence of one nontrivial solution. Let us first prove that the concrete Palais-
Smale sequences of

f .u/ D

Z
�

L.x;u;ru/ dx �
1

p�

Z
�

juj
p�

dx �

Z
�

G.x;u/ dx (6.79)

are bounded. We will make a new choice of test function, which also removes some of the
technicalities involved in [133].

Lemma 6.29. Let c 2 R. Then each .CPS/c-sequence for f is bounded.

Proof. Let c 2 R and let .uh/ be a .CPS/c-sequence for f . In the usual notations, one
has kwhk�1;p0 ! 0 as h ! C1. It is easily verified that for each ˛ 2 Œp;p�Œ there exists
b˛ 2 L1.�/ with

g.x; s/s C jsj
p�

� ˛
˚
G.x; s/C

1

p�
jsj

p�	
� b˛.x/

a.e. in � and for each s 2 R. Let now M > 0, k � 1 and #k W R ! R,

#k.s/ D

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

s if s � kM
M

M�1
s �

M
M�1

k if k � s � kM

0 if � k � s � k
M

M�1
s C

M
M�1

k if � kM � s � �k

s if s � �kM

Since for each k 2 N we have f 0.uh/.#k.uh// D o.1/ as h ! C1, there exists Ck;M >

0 such thatZ
fjuhj�kM g

pL.x;uh;ruh/C
M

M � 1

Z
fk�juhj�kM g

pL.x;uh;ruh/

C

Z
fjuhj�kM g

DsL.x;uh;ruh/uh

C
M

M � 1

Z
fk�juhj�kM g

DsL.x;uh;ruh/.uh ˙ k/

D

Z
fjuhj�kM g

g.x;uh/uh dx C
M

M � 1

Z
fk�juhj�kM g

g.x;uh/.uh ˙ k/

C

Z
fjuhj�kM g

juhj
p�

C
M

M � 1

Z
fk�juhj�kM g

juhj
p��2uh.uh ˙ k/C hwh; #k.uh/i

�

Z
�

g.x;uh/uh � kM

Z
fjuhj�kM g

jg.x;uh/j

C
M

M � 1

Z
fk�juhj�kM g

g.x;uh/.uh ˙ k/C

Z
�

juhj
p�

dx

� kM

Z
fjuhj�kM g

juhj
p��1

C
M

M � 1

Z
fk�juhj�kM g

juhj
p��2uh.uh ˙ k/ dx

C hwh; #k.uh/i

� ˛

�Z
�

G.x;uh/C
1

p�

Z
�

juhj
p�

dx

� Z
�

b˛.x/

� kM

Z
fjuhj�kM g

jg.x;uh/j dx C
M

M � 1

Z
fk�juhj�kM g

g.x;uh/.uh ˙ k/



136 MARCO SQUASSINA EJDE-2006/MON. 07

� kM

Z
fjuhj�kM g

juhj
p��1

C
M

M � 1

Z
fk�juhj�kM g

juhj
p��2uh.uh ˙ k/

C hwh; #k.uh/i

� ˛

Z
�

L.x;uh;ruh/ � f̨ .uh/ �

Z
�

b˛.x/ � Ck;M C hwh; #k.uh/i:

On the other hand, by (6.73) and (6.72) one obtainsZ
fjuhj�kg

DsL.x;uh;ruh/uh dx � 

Z
fjuhj�kg

L.x;uh;ruh/ dx; (6.80)

and

�k

Z
fk�uh�kM g

DsL.x;uh;ruh/ dx � 0;

k

Z
f�kM�uh��kg

DsL.x;uh;ruh/ dx � 0;

for some k � 1 so that k � maxfR;R0g. Therefore, we find zCk;M > 0 with

�

p

�
˛ �

M

M � 1
 �

M

M � 1
p

� Z
�

jruhj
p dx

�

�
˛ �

M

M � 1
 �

M

M � 1
p

� Z
�

L.x;uh;ruh/ dx

� f̨ .uh/C

Z
�

b˛.x/ dx C zCk;M C kwhk�1;p0k#k.uh/k1;p:

To conclude, choose ˛ 2�p;p�Œ and M > 0 so that ˛ �
M

M�1
 �

M
M�1

p > 0. �

Remark 6.30. It has to be pointed out that with the choice of test function #k there is no
need of using [133, Lemma 3.3], which involves lots of very technical computations.

Lemma 6.31. Let c 2 R and let .uh/ be a .CPS/c-sequence for f such that uh * 0.
Then for each " > 0 and % > 0 we haveZ

fjuhj�%g

L.x;uh;ruh/ dx � "

Z
fjuhj>%g

L.x;uh;ruh/ dx C o.1/;

uniformly as h ! C1.

Proof. It is a consequence of [133, Lemma 3.3], taking into account thatZ
�

.g.x;uh/C juhj
p��1/#ı.uh/ dx ! 0

as h ! C1 (where #ı is the bounded test function defined in the proof). �

Assume now furthermore that (asymptotic behavior):

lim
s!C1

L.x; s; �/ D
1

p
j�jp; (6.81)

lim
s!C1

DsL.x; s; �/s D 0; (6.82)

uniformly with respect to x 2 � and to � 2 Rn with j�j � 1. This means that there exist
"1 W � � R � Rn ! R and "2 W � � R � Rn ! R such that

L.x; s; �/ D
1

p
j�jp C "1.x; s; �/j�j

p
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DsL.x; s; �/s D "2.x; s; �/j�j
p

where "1;2.x; s; �/ ! 0 as s ! C1 uniformly in x 2 � and � 2 Rn. Let S denote the
best Sobolev constant

S D inf
n
kruk

p
p W u 2 W

1;p
0 .�/; kukp� D 1

o
:

Lemma 6.32. Let .uh/ � W
1;p

0
.�/ be a concrete Palais-Smale sequence for f at level c

with

0 < c <
1

n
Sn=p:

Assume that uh * u. Then u 6� 0.

Proof. Assume by contradiction that u � 0. In particular, u ! 0 in Ls.�/ for each
1 � s < p�. Therefore, taking into account (6.74) and the p-homogeneity of L with
respect to � , from f 0.uh/.uh/ ! 0 we obtainZ

�

pL.x;uh;ruh/ dx C

Z
�

DsL.x;uh;ruh/uh dx �

Z
�

juhj
p�

dx D o.1/ ; (6.83)

as h ! C1. Let us now prove that for each % > 0

lim
h

ˇ̌̌ Z
fjuhj�%g

DsL.x;uh;ruh/uh dx
ˇ̌̌

�
C 00

%
; (6.84)

for some C 00 > 0. Indeed, since uh * 0, by Lemma 6.31 and (6.70), one hasˇ̌̌ Z
fjuhj�%g

DsL.x;uh;ruh/uh dx
ˇ̌̌

� C%

Z
fjuhj�%g

L.x;uh;ruh/ dx

� C%"

Z
fjuhj>%g

L.x;uh;ruh/ dx C o.1/

� C 0%"

Z
�

jruhj
p dx C o.1/ � C 00%"C o.1/;

for each % > 0 and " > 0 uniformly as h ! C1. Then (6.84) follows by choosing
" D 1=%2. In particular, since condition (6.82) yields

lim
%!C1

Z
fjuhj>%g

DsL.x;uh;ruh/uh dx D 0; (6.85)

uniformly in h 2 N, by combining (6.84) with (6.85), one gets

lim
h

Z
�

DsL.x;uh;ruh/uh dx D 0: (6.86)

In a similar way, by (6.81), one shows that, as h ! C1,Z
�

L.x;uh;ruh/ dx D
1

p

Z
�

jruhj
p dx C o.1/: (6.87)

Therefore, by (6.83) one gets

kuhk
p
1;p � kuhk

p�

p� D o.1/;

as h ! C1. In particular, from the definition of S , it holds

kuhk
p
1;p

�
1 � S�p�=p

kuhk
p��p
1;p

�
� o.1/ ;

as h ! C1. Since c > 0 it has to be

kuhk
p
1;p � Sn=p

C o.1/; kuhk
p�

p� � Sn=p
C o.1/;
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as h ! C1. Hence, by (6.86) and (6.87) one deduces that

f .uh/ D
1

n
kuhk

p
1;p

C
1

p�
.kuhk

p
1;p

C kuhk
p�

p� /C o.1/ �
1

n
Sn=p ;

contradicting the assumption. �

Proof of Theorem 6.28. Let us consider the min-max class

� D
˚
 2 C.Œ0; 1�;W

1;p
0

.�// W  .0/ D 0;  .1/ D w
	

with f .tw/ < 0 for t large and

ˇ D inf
2˚

max
t2Œ0;1�

f . .t//:

Then, by the mountain pass theorem in its non-smooth version (see [36]), one finds a
Palais-Smale sequence for f at level ˇ. We have to prove that

0 < ˇ <
1

n
Sn=p:

Consider the family of maps on Rn

Tı;x0
.x/ D

cnı
n�p

p.p�1/�
ı

p
p�1 C jx � x0j

p
p�1

� n�p
p

with ı > 0 and x0 2 Rn. Tı;x0
is a solution of ��pu D up��1 on Rn. Taking a function

� 2 C 1
c .�/ with 0 � � � 1 and � D 1 in a neighborhood of x0 and setting vı D �Tı;x0

,
it results

kvık
p
1;p D Sn=p

C o
�
".n�p/=.p�1/

�
; kvık

p�

p� D Sn=p
C o

�
"n=.p�1/

�
(6.88)

as ı ! 0, so that, as ı ! 0,

t
p

ı

p
kvık

p
1;p �

t
p�

ı

p�
kvık

p�

p� �
1

n
Sn=p

C o
�
".n�p/=.p�1/

�
: (6.89)

Assume by contradiction that for each ı > 0 there exists tı > 0 with

f .tıvı/ D
t
p

ı

p
kvık

p
1;p C t

p

ı

Z
�

˚
L.x; tıvı;rvı/ �

1

p
jrvıj

p
	

dx (6.90)

�

Z
�

G.x; tıvı/ dx �
t
p�

ı

p�
kvık

p�

p� �
1

n
Sn=p (6.91)

In particular, there exist M1;M2 > 0 with M1 � tı � M2. Moreover, as proved in [11,
Lemma 5], there exists � W Œ0; 1� ! R with �."/ ! C1 andZ

�

G.x; tıvı/ dx � �."/".n�p/=.p�1/: (6.92)

as " ! 0. By (6.72) and (6.81) one also hasZ
�

˚
L.x; tıvı;rvı/ �

1

p
jrvıj

p
	

dx � 0 (6.93)

for each ı > 0. By putting together (6.89), (6.90), (6.92), (6.93), one concludes

f .tıvı/ �
1

n
Sn=p

C .C � �."//".n�p/=.p�1/

which contradict (6.90) for " sufficiently small. �
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6.9. Problems with nearly critical growth. Let� be a bounded domain of Rn, 1 < p <

n and p� D
np

n�p
. In 1989 Guedda and Veron [82] proved that the p-Laplacian problem at

critical growth

��pu D up��1 in �
u > 0 in �

u D 0 on @�;

(6.94)

has no non-trivial solution u 2 W
1;p

0 .�/ if the domain � is star-shaped. As known, this
non-existence result is due to the failure of compactness for the critical Sobolev embed-
ding W

1;p
0

.�/ ,! Lp�

.�/, which causes a loss of global Palais-Smale condition for the
functional associated with (6.94). On the other hand, if for instance one considers annular
domains

�r1;r2
D fx 2 Rn

W 0 < r1 < jxj < r2g ;

then the radial embedding

W
1;p

0;rad
.�r1;r2

/ ,! Lq.�r1;r2
/

is compact for each q < C1 and one can find a non-trivial radial solution of (6.94) (see
[89]). Therefore, we see how the existence of non-trivial solutions of (6.94) is related to
the shape of the domain and not just to the topology. In the case p D 2, the problem

��u D u.nC2/=.n�2/ in �
u > 0 in �

u D 0 on @�;

(6.95)

has been deeply studied and existence results have been obtained provided that � satisfies
suitable assumptions. In a striking paper [16], Bahri and Coron have proved that if� has a
non-trivial topology, i.e. if � has a non-trivial homology in some positive dimension, then
(6.95) always admits a non-trivial solution. Moreover, Dancer [56] constructed for each
n � 3 a contractible domain�n, homeomorphic to a ball, for which (6.95) has a non-trivial
solution. See also [112] and references therein for more recent existence and multiplicity
results.

We remark that, to our knowledge, this type of achievements are not known when p ¤

2. In our opinion, one of the main difficulties is the fact, that differently from the case
p D 2, it is not proven that all positive solutions of ��pu D up��1 in Rn are Talenti’s
radial functions, which attain the best Sobolev constant (see Proposition 6.37).

Now, there is a second approach in the study of problem (6.94), which in general does
not require any geometrical or topological assumption on �, namely to investigate the
asymptotic behavior of solutions u" of problems with nearly critical growth

��pu D juj
p��2�"u in �

u D 0 on @�;
(6.96)

as " goes to 0. If � is a ball and p D 2, Atkinson and Peletier [12] showed in 1987 the
blow-up of a sequence of radial solutions. The extension to the case p 6D 2 was achieved
by Knaap and Peletier [90] in 1989. On a general bounded domain, instead, the study
of limits of solutions of (6.96) was performed by Garcia Azorero and Peral Alonso [72]
around 1992.
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Let now " > 0 and consider the following general class of Euler-Lagrange equations
with nearly critical growth

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D juj

p��2�"u in �

u D 0 on @�;
(6.97)

associated with the functional f" W W
1;p

0
.�/ ! R given by

f".u/ D

Z
�

L.x;u;ru/ dx �
1

p� � "

Z
�

juj
p��" dx: (6.98)

As noted in [133], in general these functionals are not even locally Lipschitzian under
natural growth assumptions. Nevertheless, via techniques of non-smooth critical point
theory (see [133] and references therein) it can be shown that (6.97) admits a non-trivial
solution u" 2 W

1;p
0 .�/.

Let .u"/">0 denote a sequence of solutions of (6.97). The main goal of this section is
to prove that if the weak limit of .jru"j

p/">0 has no blow-up points in �, then the limit
problem

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D juj

p��2u in �

u D 0 on @�:
(6.99)

has a non-trivial solution (the weak limit of (u"/">0), provided that f".u"/ ! c with
p� � p � 

pp�
.�S/n=p < c < 2

p� � p � 

pp�
.�S/n=p; (6.100)

where � > 0 and  2 .0;p� � p/ will be defined later. In our framework (6.100) plays the
role of a generalized second critical energy range (if  D 0 and � D 1, one finds the usual
range Sn=p

n
< c < 2 Sn=p

n
for problem (6.96)).

The plan is as follows: in Section 6.10 we shall state our main results ; in Section 6.11
we shall collect the main tools, namely the lower bounds on the non-vanishing Dirac
masses and on the non-trivial weak limits ; in Section 6.12 we shall prove our main results ;
finally, in Section 6.13 we shall see that at the mountain pass levels the sequence .u"/">0

blows up. Moreover, we shall state a non-existence results obtained via the Pucci-Serrin
variational identity.

In the following, we shall always consider the space W
1;p

0
.�/ endowed with the stan-

dard norm kuk
p
1;p D

R
�

jrujp dx and we shall denote by k � kp the usual norm of Lp.�/.

6.10. The main results. Let � be any bounded domain of Rn and assume that L W � �

R � Rn ! R is measurable in x for all .s; �/ 2 R � Rn; of class C 1 in .s; �/ a.e. in �;
that L.x; s; �/ is strictly convex and p-homogeneous with L.x; s; 0/ D 0. Moreover:

� There exist b0 > 0 and � > 0 such that
�

p
j�jp � L.x; s; �/ � b0jsj

p
C b0j�jp (6.101)

for a.e. x 2 � and for all .s; �/ 2 R � Rn ;
� there exists b1 > 0 such that for each ı > 0 there exists aı 2 L1.�/ with

jDsL.x; s; �/j � aı.x/C ıjsj
p�

C b1j�jp (6.102)

for a.e. x 2 � and for all .s; �/ 2 R � Rn, andˇ̌
r�L.x; s; �/

ˇ̌
� a1.x/C b1jsj

p�

p0 C b1j�jp�1 (6.103)

for a.e. x 2 � and for all .s; �/ 2 R � Rn, where a1 2 Lp0

.�/ ;
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� for a.e. x 2 � and for all .s; �/ 2 R � Rn,

DsL.x; s; �/s � 0 (6.104)

and there exists  2 .0;p� � p/ such that:

DsL.x; s; �/s � L.x; s; �/ (6.105)

for a.e. x 2 � and for all .s; �/ 2 R � Rn.
The previous assumptions are natural in the quasi-linear setting and were considered in

[133] and in a stronger form in [6].
We stress that although as noted in the introduction f" fails to be differentiable on

W
1;p

0 .�/, one may compute the derivatives along the L1-directions; namely 8u 2 W
1;p

0 .�/,
8' 2 W

1;p
0 \ L1.�/:

f 0
" .u/.'/

D

Z
�

r�L.x;u;ru/ � r' dx C

Z
�

DsL.x;u;ru/' dx �

Z
�

juj
p��2�"u' dx:

By combining the following proposition with (3.25), one can also compute f 0
" .u/.u/.

Proposition 6.33. Let u; v 2 W
1;p

0
.�/ be such that DsL.x;u;ru/v � 0 and

hw; 'i D

Z
�

r�L.x;u;ru/ � r' dx C

Z
�

DsL.x;u;ru/' dx: (6.106)

for all ' 2 C 1
c .�/ and with w 2 W �1;p0

.�/. Then DsL.x;u;ru/v 2 L1.�/ and one
can take ' D v in (6.106).

For the proof of the above proposition, see [133, Proposition 3.1].
Under the preceding assumptions, by [133, Theorem 1.1], for each " > 0 one deduces

that (6.97) admits at least one non-trivial solution u" 2 W
1;p

0 .�/ (by solution we shall
always mean weak solution, namely f 0

" .u"/ D 0 in the sense of distributions). We point
out that the technical aspects in the verification of the Palais-Smale condition are, in our
opinion, interesting and not trivial. As a starting point, let us show that .u"/ is bounded in
W

1;p
0

.�/.

Lemma 6.34. Let .u"/">0 � W
1;p

0 .�/ be a sequence of solutions of (6.97) such that

lim
"!0

f".u"/ < C1:

Then .u"/">0 is bounded in W
1;p

0 .�/.

Proof. If u" is a solution of (6.97), we have f 0
" .u"/.'/ D 0 for each ' 2 C 1

c .�/. On
the other hand, taking into account (6.104), by Proposition 6.33 one can choose ' D u".
Therefore, in view of (6.105) and the p-homogeneity of L.x; s; �/, one obtains

lim
"!0

f".u"/ D lim
"!0

�
f".u"/ �

1

p� � "
f 0
" .u"/.u"/

�
D lim
"!0

� Z
�

L.x;u";ru"/ dx �
p

p� � "

Z
�

L.x;u";ru"/ dx

�
1

p� � "

Z
�

DsL.x;u";ru"/u" dx
�

� lim
"!0

p� � p � " � 

p� � "

Z
�

L.x;u";ru"/ dx
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�
p� � p � 

pp�
� lim
"!0

Z
�

jru"j
p dx:

In particular, .u"/">0 is bounded in W
1;p

0 .�/. �

As a consequence, one may apply P.L. Lions’ concentration-compactness principle (see
[96, 97]) and obtain a subsequence of .u"/">0, u 2 W

1;p
0

.�/ and two bounded positive
measures � and � such that:

u" * u in W
1;p

0 .�/; u" ! u in Lq.�/; 1 < q < p�; (6.107)

jru"j
p * �; ju"j

p�

* � (in the sense of measures) ; (6.108)

� � jruj
p

C

1X
jD1

�jıxj
; �j � 0 ; (6.109)

� D juj
p�

C

1X
jD1

�jıxj
; �j � 0 ; (6.110)

�j � S�
p

p�

j ; (6.111)

where ıxj
denotes the Dirac measure at xj 2 � and S denotes the best Sobolev constant

for the embedding W
1;p

0 .�/ ,! Lp�

.�/ (see e.g. [139]).
The following is our main result.

Theorem 6.35. Let .u"/">0 be any sequence of solutions of (6.97) with f".u"/ ! c and

p� � p � 

pp�
.�S/n=p < c < 2

p� � p � 

pp�
.�S/n=p:

Then �j D 0 for j � 2 and the following alternative holds:
.a/ �1 D 0 and u is a non-trivial solution of (6.99) ;
.b/ �1 6D 0 and u � 0.

This result extends [72, Theorem 9] to fully nonlinear elliptic problems.

Theorem 6.36. Let .u"/">0 be any sequence of solutions of (6.97) with

lim
"!0

f".u"/ D
p� � p � 

pp�
.�S/n=p:

Then u � 0.

As we shall see in section (6.13), this is also the behavior when one considers critical
levels of mountain-pass type.

6.11. The weak limit. Let us briefly summarize the main properties of the best Sobolev
constant.

Proposition 6.37. Let 1 < p < n and S be the best Sobolev constant, i.e.

S D inf
�Z

�

jruj
p dx W u 2 W

1;p
0 .�/;

Z
�

juj
p�

dx D 1

�
: (6.112)

Then, the following facts hold:
.a/ S is independent on � � Rn; it depends only on the dimension n ;
.b/ the infimum (6.112) is never achieved on bounded domains � � Rn ;
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.c/ the infimum (6.112) is achieved if � D Rn by the family of functions on Rn

Tı;x0
.x/ D

�
nı

�n � p

p � 1

�p�1
� n�p

p2

.ı C jx � x0j
p

p�1 /�
n�p

p (6.113)

with ı > 0 and x0 2 Rn. Moreover for each ı > 0 and x0 2 Rn, Tı;x0
is a

solution of the equation ��pu D up��1 on Rn.

For the proof of the above proposition, see [139]. The next result establishes uniform
lower bounds for the Dirac masses.

Lemma 6.38. If �j ¤ 0, then �j � �
n
p S

n
p and �j � �

n
p� S

n
p .

Proof. Let xj 2 � the point which supports the Dirac measure of coefficient �j ¤ 0.
Denoting with B.xj ; ı/ the open ball of center xj and radius ı > 0, we can consider a
function  ı 2 C 1

c .Rn/ such that 0 �  ı � 1, jr ıj �
2
ı

,  ı.x/ D 1 if x 2 B.xj ; ı/ and
 ı.x/ D 0 if x 62 B.xj ; 2ı/.

By Proposition 6.33 and the p-homogeneity of L.x; s; �/, we have

0 D f 0
" .u"/. ıu"/

D

Z
�

u"r�L.x;u";ru"/ � r ı dx C p

Z
�

 ıL.x;u";ru"/ dx

C

Z
�

 ıDsL.x;u";ru"/u" dx �

Z
�

ju"j
p��" ı dx

(6.114)

Applying Hölder inequality and (6.103) to the first term of the decomposition and keeping
into account that .u"/">0 is bounded in W

1;p
0 .�/ and u" ! u in Lq.�/ for every q < p�,

one find c1 > 0 and c2 > 0 with

lim
"!0

ˇ̌ Z
�

u"r�L.x;u";ru"/ � r ı dx
ˇ̌

�

� Z
B.xj ;2ı/

ja1j
p

p�1 dx
� p�1

p
� Z

B.xj ;2ı/

juj
p�

dx
� 1

p�
� Z

B.xj ;2ı/

jr ıj
n dx

� 1
n

C b1

� Z
B.xj ;2ı/

juj
p�

dx
� n�1

n
� Z

B.xj ;2ı/

jr ıj
n dx

� 1
n

C zb1

� Z
B.xj ;2ı/

juj
p�

dx
� 1

p�
� Z

B.xj ;2ı/

jr ıj
n dx

� 1
n

� c1

� Z
B.xj ;2ı/

juj
p�

dx
� 1

p�

C c2

� Z
B.xj ;2ı/

juj
p�

dx
� n�1

n

D ˇı

(6.115)
with ˇı ! 0 as ı ! 0. Then, taking into account (6.104) and (6.101) one has

0 � �ˇı C lim
"!0

�

Z
�

jru"j
p ı dx � lim

"!0
Ln.�/

"
p�

�Z
�

ju"j
p�

 ı dx

� p��"

p�

� �ˇı C �

Z
�

 ı d� �

Z
�

 ı d�:

Letting ı ! 0, it results ��j � �j . By means of (6.111) one concludes the proof. �

Next result establishes uniform lower bounds for the non-zero weak limits.

Lemma 6.39. If u 6D 0, then
R
�

jrujp dx > �
n

p� Sn=p and
R
�

jujp
�

dx > �n=pSn=p:
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Proof. By Lemma 6.38, we may assume that � has at most r Dirac masses �1; : : : ; �r

at x1; : : : ;xr . Let now 0 < ı < 1
4

mini¤j jxi � xj j and  ı 2 C 1
c .Rn/ be such that

0 �  ı � 1, jr ıj �
2
ı

,  ı.x/ D 1 if x 2 B.xj ; ı/ and  ı.x/ D 0 if x 62 B.xj ; 2ı/.
Taking into account (6.104), for each "; ı > 0 we haveZ

�

DsL.x;u";ru"/u".1 �  ı/ dx � 0:

Then, since one can choose .1 �  ı/u" as test, one obtains

0 D f 0
" .u"/..1 �  ı/u"/

D

Z
�

pL.x;u";ru"/.1 �  ı/ dx �

Z
�

r�L.x;u";ru"/ � r ıu" dx

C

Z
�

DsL.x;u";ru"/u".1 �  ı/ dx �

Z
�

ju"j
p��".1 �  ı/ dx

� �

Z
�

jru"j
p.1 �  ı/ dx �

Z
�

r�L.x;u";ru"/ � r ıu" dx

� Ln.�/
"

p�

�Z
�

ju"j
p�

.1 �  ı/ dx

� p��"

p�

:

(6.116)

On the other hand, arguing as for (6.115), one gets

lim
"!0

ˇ̌ Z
�

u"r�L.x;u";ru"/ � r ı dx
ˇ̌

� ˇı (6.117)

for each ı > 0. Now, it results

lim
"!0

Z
�

jru"j
p.1 �  ı/ dx D

Z
�

.1 �  ı/ d�

�

Z
�

jruj
p.1 �  ı/ dx C

rX
jD1

�j .1 �  ı.xj //

D

Z
�

jruj
p dx C o.1/

(6.118)

as ı ! 0 and

lim
"!0

Z
�

ju"j
p�

.1 �  ı/ dx D

Z
�

.1 �  ı/ d�

D

Z
�

juj
p�

.1 �  ı/ dx C

rX
jD1

�j .1 �  ı.xj //

D

Z
�

juj
p�

dx C o.1/

(6.119)

as ı ! 0. Therefore, in view of (6.117), (6.118) and (6.119), by letting ı ! 0 and " ! 0

in (6.116), one concludes that

�

Z
�

jruj
p dx �

Z
�

juj
p�

dx: (6.120)

As � is bounded, by .b/ of Proposition 6.37 one hasZ
�

jruj
p dx > S

� Z
�

juj
p�

dx
�p=p�

;

which combined with (6.120) yields the assertion. �
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In the next result we show that weak limits of .u"/">0 are indeed solutions of (6.99).

Lemma 6.40. Let .u"/">0 � W
1;p

0 .�/ be a sequence of solutions of (6.97) and let u be
its weak limit. Then u is a solution of (6.99).

Proof. For each " > 0 one has for all ' 2 C 1
c .�/:Z

�

r�L.x;u";ru"/ � r' dx C

Z
�

DsL.x;u";ru"/' dx

D

Z
�

ju"j
p��2�"u"' dx:

(6.121)

Since .u"/">0 is bounded in W
1;p

0 .�/, up to a subsequence, as " ! 0, u satisfies

ru" * ru in Lp.�/; u" ! u in Lp.�/; u".x/ ! u.x/ for a:e: x 2 �:

Moreover, by [22, Theorem 1], up to a subsequence, we have ru".x/ ! ru.x/ for a.e.
x 2 �. Therefore, in view of (6.103) one deduces that

r�L.x;u";ru"/ * r�L.x;u;ru/ in Lp0

.�;Rn/: (6.122)

By (6.101) and (6.102) one finds M > 0 such that for each ı > 0

jDsL.x; s; �/j � M r�L.x; s; �/ � � C aı.x/C ıjsj
p�

(6.123)

for a.e. x 2 � and for all .s; �/ 2 R � Rn. If we test equation (6.121) with the functions

'" D ' expf�M uC
" g ; ' 2 W

1;p
0

\ L1.�/ ; ' � 0

for each " > 0 we obtainZ
�

r�L.x;u";ru"/ � r' expf�M uC
" g dx �

Z
�

ju"j
p��2�"u"' expf�M uC

" g dx

C

Z
�

�
DsL.x;u";ru"/ � M r�L.x;u";ru"/ � ruC

"

�
' expf�M uC

" g dx D 0:

Since by inequalities (6.104) and (6.123) for each " > 0 and ı > 0 we have�
DsL.x;u";ru"/ � M r�L.x;u";ru"/ � ruC

"

�
' expf�M uC

" g � aı.x/C ıju"j
p�

;

arguing as in [133, Theorem 3.4], one obtains

lim sup
"!0

Z
�

�
DsL.x;u";ru"/ � M r�L.x;u";ru"/ � ruC

"

�
' expf�M uC

" g dx

�

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � ruC

�
' expf�M uC

g dx:

Therefore, taking into account (6.122) and since as " ! 0,Z
�

ju"j
p��2�"u"' dx !

Z
�

juj
p��2u' dx

for each ' 2 W
1;p

0 \ L1.�/ positive, one may conclude thatZ
�

r�L.x;u;ru/ � r' expf�M uC
g dx �

Z
�

juj
p��2u' expf�M uC

g dx

C

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � ruC

�
' expf�M uC

g dx � 0:
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for each ' 2 W
1;p

0 \ L1.�/ positive. Testing now (6.121) with

'k D '#.
u

k
/ expfM uC

g ; ' 2 C 1
c .�/ ; ' � 0 ;

where # is smooth, # D 1 in
h
�

1
2
; 1

2

i
and # D 0 in � � 1;�1� [ Œ1;C1Œ, it follows thatZ

�

r�L.x;u;ru/ � r'k expf�M uC
g dx �

Z
�

juj
p��2u' #.

u

k
/ dx

C

Z
�

�
DsL.x;u;ru/ � M r�L.x;u;ru/ � ruC

�
' #.

u

k
/ dx � 0:

which, arguing again as [133, Theorem 3.4], yields as k ! C1Z
�

r�L.x;u;ru/ � r' dx C

Z
�

DsL.x;u;ru/' dx �

Z
�

juj
p��2u' dx:

for each ' 2 C 1
c .�/ positive. Working analogously with '" D ' expf�M u�

" g, one
obtains the opposite inequality, i.e. u is a solution of (6.99). �

6.12. Proof of the main results. Let us now consider a sequence .u"/">0 of solutions of
(6.97) with f".u"/ ! c and

p� � p � 

pp�
.�S/n=p < c < 2

p� � p � 

pp�
.�S/n=p: (6.124)

Then, there exist a subsequence of .u"/">0 and two bounded positive measures � and �
verifying (6.107), (6.108), (6.109), (6.110) and (6.111).

Proof of Theorem 6.35. Let us first show that there exists at most one j such that �j ¤ 0.
Suppose that �j ¤ 0 for every j D 1; : : : r ; in view of Lemma 6.38 one has that �j �

�
n

p� S
n
p . Following the proof of Lemma 6.34, we obtain

c D lim
"!0

f".u"/ �
p� � p � 

pp�
� lim
"!0

Z
�

jru"j
p dx

�
p� � p � 

pp�
�

Z
�

d�

�
p� � p � 

pp�
�

rX
jD1

�j

� r
p� � p � 

pp�
.�S/

n
p :

Taking into account (6.124) one has

2
p� � p � 

pp�
.�S/n=p > c � r

p� � p � 

pp�
.�S/

n
p ;

hence r � 1. Now, arguing as in Lemma 6.34 one obtains

2
p� � p � 

pp�
.�S/n=p > c D lim

"!0
f".u"/

D lim
"!0

�
f".u"/ �

1

p� � "
f 0
" .u"/.u"/

�
�

p� � p � 

pp�
� lim
"!0

Z
�

jru"j
p dx
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�
p� � p � 

pp�

�
�

Z
�

jruj
p dx C ��1

�
:

If both summands were non-zero, by Lemma 6.38 and Lemma 6.39 we would obtain

�

Z
�

jruj
p dx > .�S/n=p; ��1 � .�S/

n
p

and thus a contradiction. Viceversa, let us assume that u � 0 and �1 D 0. Let  2 C 1
c .�/

with  � 0. By testing our equation with  u" and using Hölder inequality, one getsZ
�

u"r�L.x;u";ru"/ � r dx C p

Z
�

 L.x;u";ru"/ dx

C

Z
�

DsL.x;u";ru"/ u" dx

D

Z
�

ju"j
p��" dx

�

� Z
�

ju"j
p�

 dx
� p��"

p�

Ln.�/
"

p� :

(6.125)

Since .u"/">0 is bounded in W
1;p

0 .�/, by (6.103) there exists C > 0 such thatˇ̌̌̌Z
�

u"r�L.x;u";ru"/ � r dx

ˇ̌̌̌
� C ku"kp ;

which, by u" ! 0 in Lp.�/, yields

lim
"!0

Z
�

u"r�L.x;u";ru"/ � r dx D 0:

Moreover, since by (6.104) we getZ
�

DsL.x;u";ru"/ u" dx � 0;

taking into account (6.101) and passing to the limit in (6.125), we get

8 2 Cc.�/ W  � 0 ) �

Z
�

 d� �

Z
�

 d�: (6.126)

On the other hand �1 D 0 and u D 0 imply � D 0. Then, since � � 0, by (6.126), we get
� D 0. In particular, one gets

c D lim
"!0

f".u"/

D lim
"!0

hp� � p � "

p� � "

Z
�

L.x;u";ru"/ dx �
1

p� � "

Z
�

DsL.x;u";ru"/u" dx
i

�
pb0

n
lim
"!0

�Z
�

ju"j
p dx C

Z
�

jru"j
p dx

�
D

pb0

n

Z
�

d� D 0

which is not possible. Therefore, either �1 D 0 and u 6� 0, or �1 ¤ 0 and u � 0. �

Remark 6.41. If (6.124) is replaced by the .k C 1/-th critical energy range

k
p� � p � 

pp�
.�S/n=p < c < .k C 1/

p� � p � 

pp�
.�S/n=p
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for k 2 N, k � 1, in a similar way one can prove that �j D 0 for any j � k C 1 and

.a/ if �j D 0 for every j � 1, then u is a non-trivial solution of (6.99) ;

.b/ if �j ¤ 0 for every 1 � j � k, then u � 0.

Remark 6.42. Let f0 W W
1;p

0
.�/ ! R be the functional associated with (6.99) and

u 2 W
1;p

0 .�/, u 6� 0, a solution of (6.99) (obtained as weak limit of .u"/">0). Then

f0.u/ >
p� � p � 

pp�
.�S/n=p: (6.127)

Indeed,

f0.u/ D f0.u/ �
1

p�
f 0

0.u/.u/

�
p� � p � 

p�

Z
�

L.x;u;ru/ dx

�
p� � p � 

pp�
�

Z
�

jruj
p dx ;

which yields (6.127) in view of Lemma 6.39. This, in some sense, explains why one
chooses c greater than p��p�

pp� .�S/n=p in Theorem 6.35.

Let now .u"/">0 be a sequence of solutions of (6.97) with f".u"/ ! c and

lim
"!0

f".u"/ D
p� � p � 

pp�
.�S/n=p:

Proof of Theorem 6.36. Let us first note that

f0.u/ � lim
"!0

f".u"/C
1

p�

1X
jD1

�j : (6.128)

Indeed, taking into account that by [53, Theorem 3.4]Z
�

L.x;u;ru/ dx � lim
"!0

Z
�

L.x;u";ru"/ dx;

(6.128) follows by combining Hölder inequality with (6.110).
Now assume by contradiction that u 6� 0. Then, there exists j0 2 N such that �j0

6D 0

and �j0
6D 0 otherwise, by Remark 6.42 and (6.128) we would get

p� � p � 

pp�
.�S/n=p < f0.u/ � lim

"!0
f".u"/ D

p� � p � 

pp�
.�S/n=p:

Then, arguing as in Lemma 6.34 and applying Lemma 6.38, we obtain

p� � p � 

pp�
.�S/n=p D lim

"!0
f".u"/

�
p� � p � 

pp�

�
�

Z
�

jruj
p dx C ��j0

�
�

p� � p � 

pp�
�

Z
�

jruj
p dx C

p� � p � 

pp�
.�S/n=p ;

which implies u � 0, a contradiction. �
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6.13. Mountain-pass critical values. In this section, we shall investigate the asymptotics
of .u"/ in the case of critical levels of min-max type. We assume that L satisfies a stronger
assumption, i.e.

L.x; s; �/ �
1

p
j�jp (6.129)

for a.e. x 2 � and for all .s; �/ 2 R � Rn. In particular, it results that � � 1. Let u" be a
critical point of f" associated with the mountain pass level

c" D inf
�2C"

max
t2Œ0;1�

f".�.t//; (6.130)

where
C" D f� 2 C.Œ0; 1�;W

1;p
0

.�// W �.0/ D 0; �.1/ D w"g

and w" 2 W
1;p

0 .�/ is chosen in such a way that f".w"/ < 0. If u is the weak limit of
.u"/">0, as before one can apply P.L. Lions’ concentration-compactness principle.

Lemma 6.43. lim
"!0

f".u"/ �
1
n
Sn=p .

Proof. Let x0 2 � and ı > 0 and consider the functions Tı;x0
as in (6.113). By .c/ of

Proposition 6.37, one has:

krTı;x0
k

p
p;Rn D kTı;x0

k
p�

p�;Rn D S
n
p :

Moreover, taking a function � 2 C 1
c .�/ with 0 � � � 1 and � D 1 in a neighborhood of

x0 and setting vı D �Tı;x0
, it results

krvık
p
p D S

n
p C o.1/; kvık

p�

p� D S
n
p C o.1/ ; (6.131)

as ı ! 0 (see [82, Lemma 3.2]). We want to prove that, for any t � 0,

lim
"!0

f".tvı/ �
1

n
S

n
p C o.1/

as ı ! 0. By (6.129) one has

lim
"!0

f".tvı/ D tp

Z
�

L.x; tvı;rvı/ dx � lim
"!0

tp��"

p� � "

Z
�

jvıj
p��" dx

�
tp

p

Z
�

jrvıj
p dx �

tp�

p�

Z
�

jvıj
p�

dx:

Keeping into account (6.131) and the fact that tp

p
�

tp�

p� �
1
n

for every t � 0 , one gets

lim
"!0

f".tvı/ �
tp

p
S

n
p �

tp�

p�
S

n
p C o.1/ �

1

n
S

n
p C o.1/

as ı ! 0. Now choose t0 > 0 such that f".t0vı/ < 0; by (6.130) we have that

lim
"!0

f".u"/ � lim
"!0

max
s2Œ0;1�

f".st0vı/ �
1

n
S

n
p C o.1/

and conclude the proof letting ı ! 0. �

Theorem 6.44. Suppose that the number of non-zero Dirac masses ish pp�

.p� � p �  /n�
n
p

i
where Œx� denotes the integer part of x. Then u � 0.
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Proof. Taking into account the previous lemma and arguing as in Lemma 6.34, one obtains
1

n
S

n
p � lim

"!0
f".u"/

�
p� � p � 

pp�
�
� Z

�

jruj
p dx C

rX
jD1

�j

�
�

p� � p � 

pp�
�

Z
�

jruj
p dx C r

p� � p � 

pp�
�n=pS

n
p ;

where r denotes the number of non-vanishing masses. Hence it must be

0 � r �
� pp�

.p� � p �  /n�
n
p

�
:

In particular, if r is maximum and u 6� 0, by virtue of Lemma 6.39 one obtains
p� � p � 

pp�
�n=pS

n
p >

p� � p � 

pp�
�

Z
�

jruj
p dx >

p� � p � 

pp�
�n=pS

n
p ;

which is a contradiction. �
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7. THE SINGULARLY PERTURBED CASE, I

Let � be a possibly unbounded smooth domain of RN with N � 3. Since the pioneer-
ing work of Floer and Einstein [68] in the one space dimension, much interest has been
directed in the last decade to singularly perturbed elliptic problems of the form

�"2�u C V .x/u D f .u/ in �
u > 0 in �

u D 0 on @�

(7.1)

for a super-linear and subcritical nonlinearity f with f .s/=s nondecreasing.
Typically, there exists a family of solutions .u"/">0 which exhibits a spike shape around

the local minima (possibly degenerate) of the function V .x/ and decade elsewhere as "
goes to zero (see e.g. [3, 62, 63, 64, 84, 109, 110, 120, 126, 127, 147] and references
therein). A natural question is now whether these concentration phenomena are a special
feature of the semi-linear case or we can expect a similar behavior to hold for more general
elliptic equations which possess a variational structure.

In this section we will give a positive answer to this question for the following class of
singularly perturbed quasi-linear elliptic problems

�"2

NX
i;jD1

Dj .aij .x;u/Diu/C
"2

2

NX
i;jD1

Dsaij .x;u/DiuDj u C V .x/u D f .u/ in �

u > 0 in �

u D 0 on @�
(7.2)

under suitable assumptions on the functions aij , V and f . Notice that if aij .x; s/ D ıij

then equation (7.2) reduces to (7.1), in which case the problem originates from different
physical and biological models and, in particular, in the study of the so called standing
waves for the nonlinear Schrödinger equation.

Existence and multiplicity results for equations like (7.2) have been object of a very
careful analysis since 1994 (see e.g. [6, 7, 33, 36, 133] for the case where � is bounded
and [48, 131] for� unbounded). On the other hand, to the author’s knowledge, no result on
the asymptotic behavior of the solutions (as " vanishes) of (7.2) can be found in literature.
In particular no achievement is known so far concerning the concentration phenomena for
the solutions u" of (7.2) around the local minima, not necessarily non-degenerate, of V .

We stress that various difficulties arise in comparison with the study of the semi-linear
equation (7.1) (see Section 7.4 for a list of properties which are not known to hold in our
framework).

A crucial step in proving our main result is to show that the Mountain-Pass energy level
of the functional J associated with the autonomous limiting equation

�

NX
i;jD1

Dj .aij .bx;u/Diu/C
1

2

NX
i;jD1

Dsaij .bx;u/DiuDj uCV .bx/u D f .u/ in RN (7.3)

with bx 2 RN , is the least among other nontrivial critical values (Lemma 7.10). Notice
that, no uniqueness result is available, to our knowledge, for this general equation (on the
contrary in the semi-linear case some uniqueness theorems for ground state solutions have
been obtained by performing an ODE analysis in radial coordinates, see e.g. [44]). The
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least energy problem for (7.3) is also related to the fact:

u 2 H 1.RN /; u � 0 and u solution of (7.3) implies that J.u/ D max
t�0

J.tu/ (7.4)

Unfortunately, as remarked in [48, section 3], if one assumes that condition (7.10) holds,
then property (7.4) cannot hold true even if the map s 7! f .s/=s is nondecreasing.

To show the minimality property for the Mountain-Pass level and to study the uniform
limit of u" on @ƒ, inspired by the recent work of Jeanjean and Tanaka [83], we make a
repeated use of the Pucci-Serrin identity [117], which has turned out to be a very powerful
tool (Lemmas 7.10 and 7.11).

Notice that the functional associated with (7.2) (see (7.16)) is not even locally Lipschitz
and tools of non-smooth critical point theory will be employed (see [50, 58] and references
therein). Also the proof of a suitable Palais-Smale type condition for a modification of the
functional I" becomes more involved.

We assume that f 2 C 1.RC/ and there exist 1 < p < N C2
N �2

and 2 < # � p C 1 with

lim
s!C1

f .s/

sp
D 0; lim

s!0C

f .s/

s
D 0; (7.5)

0 < #F.s/ � f .s/s for every s 2 RC; (7.6)

where F.s/ D
R s

0
f .t/ dt for every s 2 RC.

Furthermore, let V W RN ! R be a locally Hölder continuous function bounded below
away from zero, that is, there exists ˛ > 0 with

V .x/ � ˛ for every x 2 RN : (7.7)

The functions aij .x; s/ W � � RC ! R are continuous in x and of class C 1 with respect
to s, aij .x; s/ D aji.x; s/ for every i; j D 1; : : : ;N and there exists a positive constant C

with
jaij .x; s/j � C; jDsaij .x; s/j � C

for every x 2 � and s 2 RC. Finally, let R; � > 0 and 0 <  < # � 2 be such that

NX
i;jD1

aij .x; s/�i�j � �j�j2; (7.8)

NX
i;jD1

sDsaij .x; s/�i�j � 

NX
i;jD1

aij .x; s/�i�j ; (7.9)

s � R )

NX
i;jD1

Dsaij .x; s/�i�j � 0 (7.10)

for every x 2 �, s 2 RC and � 2 RN .
Hypothesis (7.5), (7.6) and (7.7) on f and V are standard. Observe that neither mono-

tonicity assumptions on the function f .s/=s nor uniqueness conditions on the limiting
equation (7.3) are considered. Finally, (7.9) and (7.10) have already been used, for in-
stance in [6, 7, 33, 36, 48], in order to tackle these general equations.

Let HV .�/ be the weighted Hilbert space defined by

HV .�/ D

�
u 2 H 1

0 .�/ W

Z
�

V .x/u2 < C1

�
;
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endowed with the scalar product .u; v/V D
R
�

DuDvC V .x/uv and denote by k � kHV .�/

the corresponding norm.
Let ƒ be a compact subset of � such that there exists x0 2 ƒ with

V .x0/ D min
ƒ

V < min
@ƒ

V; (7.11)

NX
i;jD1

aij .x0; s/�i�j D min
x2ƒ

NX
i;jD1

aij .x; s/�i�j (7.12)

for every s 2 RC and � 2 RN . Let us set

� WD sup
˚
s > 0 W f .t/ � tV .x0/ for every t 2 Œ0; s�

	
; (7.13)

M WD
˚
x 2 ƒ W V .x/ D V .x0/

	
: (7.14)

The following is the main result of the section.

Theorem 7.1. Assume that conditions (7.5), (7.6), (7.7), (7.8), (7.9), (7.10), (7.11), (7.12)
hold. Then there exists "0 > 0 such that, for every " 2 .0; "0/, there exist u" 2 HV .�/ \

C.�/ and x" 2 ƒ satisfying the following properties:

.a/ u" is a weak solution of the problem

�"2

NX
i;jD1

Dj .aij .x;u/Diu/C
"2

2

NX
i;jD1

Dsaij .x;u/DiuDj u C V .x/u D f .u/ in �

u > 0 in �

u D 0 on @� I

(7.15)
.b/ there exists � 0 > 0 such that

u".x"/ D sup
�

u"; � < u".x"/ < �
0; lim

"!0
d.x";M/ D 0

where � is as in (7.13) and M is as in (7.14) ;
.c/ for every % > 0 we have

lim
"!0

ku"kL1.�nB%.x"// D 0 I

.d/ we have
lim
"!0

ku"kHV .�/ D 0

and, as a consequence, lim
"!0

ku"kLq.�/ D 0 for every 2 � q < C1.

The proof of the theorem is variational and in the spirit of a well-known paper by del
Pino and Felmer [62], where it was successfully developed into a local setting the global
approach initiated by Rabinowitz [120].

We will consider the functional I" W HV .�/ ! R associated with the problem (7.15),

I".u/ WD
"2

2

NX
i;jD1

Z
�

aij .x;u/DiuDj u C
1

2

Z
�

V .x/u2
�

Z
�

F.u/ (7.16)

and construct a new functional J" which satisfies the Palais-Smale condition (in a suitable
sense) at every level (I" does not, in general) and to which the (non-smooth) Mountain-Pass
Theorem can be directly applied to get a critical point u" with precise energy estimates.
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Then we will prove that u" goes to zero uniformly on @ƒ as " goes to zero (this is the
hardest step, here we repeatedly use the Pucci-Serrin identity in a suitable form) and show
that u" is actually a solution of the original problem with all of the stated properties.

Remark 7.2. We do not know whether the solutions of problem (7.15) obey to the follow-
ing exponential decay

u".x/ � ˛ exp
˚

�
ˇ

"
jx � x"j

	
for every x 2 �, for some ˛; ˇ 2 RC, (7.17)

which is a typical feature in the semi-linear case. This fact would follow if we had a
suitable Gidas-Ni-Nirenberg [77] type result for the equation (7.3) to be combined with
some results by Rabier and Stuart [118] on the exponential decay of second order elliptic
equations.

As pointed out in [64], the concentration around the minima of the potential is, in some
sense, a model situation for other phenomena such as concentration around the maxima of
d.x; @�/. Furthermore it seems to be the technically simplest case, thus suitable for a first
investigation in the quasi-linear case.

7.1. The del Pino-Felmer penalization scheme. We now define a suitable modification
of the functional I" in order to regain the (concrete) Palais-Smale condition at any level
and apply the Mountain Pass Theorem. Let us consider the positive constant

` WD sup
n
s > 0 W

f .t/

t
�
˛

k
for every 0 � t � s

o
for some k > #=.# � 2/. We define the function zf W RC ! R by setting

zf .s/ WD

(
˛
k

s if s > `

f .s/ if 0 � s � `

and the maps g;G W � � RC ! R,

g.x; s/ WD �ƒ.x/f .s/C .1 � �ƒ.x// zf .s/; G.x; s/ D

Z s

0

g.x; �/ d�

for every x 2 �. Then the function g.x; s/ is measurable in x, of class C 1 in s and it
satisfies the following assumptions:

lim
s!C1

g.x; s/

sp
D 0; lim

s!0C

g.x; s/

s
D 0 uniformly in x 2 �; (7.18)

0 < #G.x; s/ � g.x; s/s for every x 2 ƒ and s 2 RC; (7.19)

0 � 2G.x; s/ � g.x; s/s �
1

k
V .x/s2 for every x 2 � nƒ and s 2 RC: (7.20)

Without loss of generality, we may assume that

g.x; s/ D 0 for every x 2 � and s < 0,

aij .x; s/ D aij .x; 0/ for every x 2 �, s < 0 and i; j D 1; : : : ;N .

Let J" W HV .�/ ! R be the functional

J".u/ WD
"2

2

NX
i;jD1

Z
�

aij .x;u/DiuDj u C
1

2

Z
�

V .x/u2
�

Z
�

G.x;u/:

The next result provides the link between the critical points of the modified functional
J" and the solutions of the original problem.
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Proposition 7.3. Assume that u" 2 HV .�/ is a critical point of J" and that there exists a
positive number "0 such that

u".x/ � ` for every " 2 .0; "0/ and x 2 � nƒ:

Then u" is a solution of (7.15).

Proof. By assertion .a/ of Corollary 2.25, it results that u" is a solution of the penalized
problem. Since u" � ` on � nƒ, we have

G.x;u".x// D F.u".x// for every x 2 �:

Moreover, by arguing as in the proof of [131, Lemma 1], one gets u" > 0 in �. Then u" is
a solution of (7.15). �

The next Lemma - which is nontrivial - provides a local compactness property for
bounded concrete Palais-Smale sequences of J". For the proof, we refer the reader to [131,
Theorem 2 and Lemma 3].

Lemma 7.4. Assume that conditions (7.5), (7.6), (7.7), (7.8), (7.9), (7.10) hold. Let " > 0.
Assume that .uh/ � H 1.RN / is a bounded sequence and

hwh; 'i D "2

NX
i;jD1

Z
RN

aij .x;uh/DiuhDj' C
"2

2

NX
i;jD1

Z
RN

Dsaij .x;uh/DiuhDj uh'

for every ' 2 C 1
c .RN /, where .wh/ is strongly convergent in H �1. z�/ for a given bounded

domain z� of RN .
Then .uh/ admits a strongly convergent subsequence in H 1. z�/. In particular, if .uh/ is

a bounded concrete Palais-Smale condition for J" at level c and u is its weak limit, then,
up to a subsequence, Duh ! Du in L2. z�;RN / for every bounded subset z� of �.

Since � may be unbounded, in general, the original functional I" does not satisfy the
concrete Palais-Smale condition. In the following Lemma we prove that, instead, the func-
tional J" satisfies it for every " > 0 at every level c 2 R.

Lemma 7.5. Assume that conditions (7.5), (7.6), (7.7), (7.8), (7.9), (7.10) hold. Let " > 0.
Then J" satisfies the concrete Palais-Smale condition at every level c 2 R.

Proof. Let .uh/ � HV .�/ be a concrete Palais-Smale sequence for J" at level c. We
divide the proof into two steps:
Step I. Let us prove that .uh/ is bounded in HV .�/. Since J".uh/ ! c, from inequalities
(7.19) and (7.20), we get

#"2

2

NX
i;jD1

Z
�

aij .x;uh/DiuhDj uh C
#

2

Z
�

V .x/u2
h

�

Z
ƒ

g.x;uh/uh C
#

2k

Z
�nƒ

V .x/u2
h C #c C o.1/

(7.21)

as h ! C1. Moreover, we have J 0
".uh/.uh/ D o.kuhkHV .�// as h ! C1. Then, again

by virtue of (7.20), we deduce

"2

NX
i;jD1

Z
�

aij .x;uh/DiuhDj uh C
"2

2

NX
i;jD1

Z
�

Dsaij .x;uh/uhDiuhDj uh C

Z
�

V .x/u2
h
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�

Z
ƒ

g.x;uh/uh C o.kuhkHV .�//;

as h ! C1, which, by (7.9), yields�
2

C 1
�
"2

NX
i;jD1

Z
�

aij .x;uh/DiuhDj uh C

Z
�

V .x/u2
h

�

Z
ƒ

g.x;uh/uh C o.kuhkHV .�//

(7.22)

as h ! C1. Then, in view of (7.8), by combining inequalities (7.21) and (7.22) one gets

min
��#

2
�


2
� 1

�
�"2;

#

2
�
#

2k
� 1

� Z
�

�
jDuhj

2
C V .x/u2

h

�
� #c C o.kuhkHV .�//C o.1/

(7.23)

as h ! C1, which implies the boundedness of .uh/ in HV .�/.
Step II. By virtue of Step I, there exists u 2 HV .�/ such that, up to a subsequence, .uh/

weakly converges to u in HV .�/.
Let us now prove that actually .uh/ converges strongly to u in HV .�/. By taking into

account Lemma 7.4 (applied with z� D B%.0/ for every % > 0), it suffices to prove that for
every ı > 0 there exists % > 0 such that

lim sup
h

Z
�nB%.0/

�
jDuhj

2
C V .x/u2

h

�
< ı: (7.24)

We may assume thatƒ � B%=2.0/. Consider a cut-off function  % 2 C 1.�/with  % D 0

on B%=2.0/,  % D 1 on � n B%.0/, jD %j � c=% on � for some positive constant c. Let
M be a positive number such thatˇ̌̌1

2

NX
i;jD1

Dsaij .x; s/�i�j

ˇ̌̌
� M

NX
i;jD1

aij .x; s/�i�j (7.25)

for every x 2 �, s 2 RC, � 2 RN and let � W R ! R be the map defined by

�.s/ WD

8̂<̂
:

0 if s < 0

M s if 0 � s < R

MR if s � R;

(7.26)

being R > 0 the constant defined in (7.10). Notice that
NX

i;jD1

h1

2
Dsaij .x; s/C �0.s/aij .x; s/

i
�i�j � 0; (7.27)

for every x 2 �, s 2 R, � 2 RN . Of course J 0
".uh/. %uh expf�.uh/g/ can be computed.

Since .uh/ is bounded in HV .�/ and (7.27) holds, we get

o.1/ D J 0
".uh/. %uh expf�.uh/g/

D "2

NX
i;jD1

Z
�

aij .x;uh/DiuhDj uh % expf�.uh/g

C "2

NX
i;jD1

Z
�

h1

2
Dsaij .x;uh/C �0.uh/aij .x;uh/

i
DiuhDj uhuh % expf�.uh/g
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C "2

NX
i;jD1

Z
�

aij .x;uh/uhDiuhDj % expf�.uh/g C

Z
�

V .x/u2
h % expf�.uh/g

�

Z
�

g.x;uh/uh % expf�.uh/g

�

Z
�

�
"2�jDuhj

2
C V .x/u2

h

�
 % expf�.uh/g

C "2

NX
i;jD1

Z
�

aij .x;uh/uhDiuhDj % expf�.uh/g

�

Z
�

g.x;uh/uh % expf�.uh/g:

Therefore, in view of (7.20), it results

o.1/ �

Z
�

�
"2�jDuhj

2
C V .x/u2

h

�
 % expf�.uh/g

C "2

NX
i;jD1

Z
�

aij .x;uh/uhDiuhDj % expf�.uh/g

�
1

k

Z
�

V .x/u2
h % expf�.uh/g

as % ! C1. Taking into account thatˇ̌̌ NX
i;jD1

Z
�

aij .x;uh/uhDiuhDj % expf�.uh/g
ˇ̌̌

�
expfMRg zC

%
kDuhk2kuhk2;

there exists C 0 > 0 (which depends only on "; � and k) such that, as % ! C1,

lim sup
h

Z
�nB%.0/

�
jDuhj

2
C V .x/u2

h

�
�

C 0

%
;

which yields (7.24). Therefore uh ! u strongly in HV .�/ and the proof is complete. �

7.2. Energy estimates and concentration. Let us now introduce the functional J0 W

H 1.RN / ! R defined by

J0.u/ WD
1

2

NX
i;jD1

Z
RN

aij .x0;u/DiuDj u C
1

2

Z
RN

V .x0/u2
�

Z
RN

F.u/

where x0 is as in (7.11). Let us set

Nc WD inf
2P0

sup
t2Œ0;1�

J0. .t//;

where P0 is the family defined by

P0 WD

n
 2 C.Œ0; 1�;HV .R

N // W  .0/ D 0; J0. .1// < 0
o
: (7.28)

Let us also set

P" WD
˚
 2 C.Œ0; 1�;HV .�// W  .0/ D 0; J". .1// < 0

	
: (7.29)

In the following, if necessary, we will assume that, for every  2 P", for every t 2 Œ0; 1�

the map  .t/ is extended to zero outside �.
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In the next Lemma we get a critical point u" of J" with a precise energy upper bound.

Lemma 7.6. For " > 0 sufficiently small J" admits a critical point u" 2 HV .�/ such that

J".u"/ � "N
Nc C o."N /: (7.30)

Proof. Let " > 0. By Lemma 7.5 the functional J" satisfies the concrete Palais-Smale
condition at every level c 2 R. Moreover, since g.x; s/ D o.s/ as s ! 0 uniformly in
x, it is readily seen that J" verifies the Mountain-Pass geometry. Finally, if z is a positive
function in HV .�/ n f0g such that supt.z/ � ƒ, by (7.6) it results J".tz/ ! �1 as
t ! C1. Therefore, by minimaxing over the family (7.29), the functional J" admits a
nontrivial critical point u" 2 HV .�/ such that

J".u"/ D inf
2P"

sup
t2Œ0;1�

J". .t//:

Since Nc is the Mountain-Pass value of the limiting functional J0, for every ı > 0 there
exists a continuous path  W Œ0; 1� ! HV .R

N / such that

Nc � sup
t2Œ0;1�

J0. .t// � Nc C ı;  .0/ D 0; J0. .1// < 0: (7.31)

Let � 2 C 1
c .RN / be a cut-off function with � D 1 in a neighborhood U of x0 in ƒ. We

define the continuous path �" W Œ0; 1� ! HV .�/ by setting �".�/.x/ WD �.x/ .�/
�

x�x0

"

�
for every � 2 Œ0; 1� and x 2 �. Then, for every � 2 Œ0; 1�, after extension to zero outside
�, we have

J".�".�//

D
"2

2

NX
i;jD1

Z
RN

aij

�
x; �.x/ .�/

�x � x0

"

��
Di�Dj� 

2.�/
�x � x0

"

�
C

1

2

NX
i;jD1

Z
RN

aij

�
x; �.x/ .�/

�x � x0

"

��
.Di .�//

�x � x0

"

�
.Dj .�//

�x � x0

"

�
�2

C "

NX
i;jD1

Z
RN

aij

�
x; �.x/ .�/

�x � x0

"

��
Di�.Dj .�//

�x � x0

"

�
� .�/

�x � x0

"

�
C

1

2

Z
RN

V .x/�2.x/ 2.�/
�x � x0

"

�
�

Z
RN

G
�
x; �.x/ .�/

�x � x0

"

��
:

Then, after the change of coordinates, for every � 2 Œ0; 1�, we get

J".�".�// D
"N C2

2

NX
i;jD1

Z
RN

aij ."y C x0; �."y C x0/ .�/.y//Di�."y C x0/

� Dj�."y C x0/ 
2.�/.y/

C "N C1

NX
i;jD1

Z
RN

aij ."y C x0; �."y C x0/ .�/.y//Di�."y C x0/

� Dj .�/.y/�."y C x0/ .�/.y/

C
"N

2

NX
i;jD1

Z
RN

aij ."y C x0; �."y C x0/ .�/.y//Di .�/.y/
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� Dj .�/.y/�
2."y C x0/C

"N

2

Z
RN

V ."y C x0/�
2."y C x0/

2.�/.y/

� "N

Z
RN

G."y C x0; �."y C x0/ .�/.y//:

Taking into account that for every � 2 Œ0; 1�,

lim
"!0

Z
RN

V ."y C x0/�
2."y C x0/

2.�/.y/ D

Z
RN

V .x0/
2.�/.y/;

lim
"!0

Z
RN

G."y C x0; �."y C x0/ .�/.y// D

Z
RN

F. .�/.y//;

and

lim
"!0

NX
i;jD1

Z
RN

aij ."y C x0; �."y C x0/ .�/.y//Di .�/.y/Dj .�/.y/�
2."y C x0/

D

NX
i;jD1

Z
RN

aij .x0;  .�/.y//Di .�/.y/Dj .�/.y/;

we obtain

J".�".�// D "N
n1

2

NX
i;jD1

Z
RN

aij .x0;  .�/.y//Di .�/.y/Dj .�/.y/

C
1

2

Z
RN

V .x0/
2.�/.y/ �

Z
RN

F. .�/.y//
o

C o."N /

as " ! 0, namely

J".�".�// D "N J0. .�//C o."N / (7.32)

as " ! 0, where o."N / is independent of � (by a compactness argument). Then, by (7.31)
and (7.32), it follows that �" 2 P" for every " > 0 sufficiently small and,

J".u"/ D inf
2P"

sup
t2Œ0;1�

J". .t// � sup
t2Œ0;1�

J".�".t//

D "N sup
t2Œ0;1�

J0. .t//C o."N /

� "N
Nc C o."N /C ı"N for every ı > 0:

By the arbitrariness of ı one concludes the proof. �

In the following result we get some priori estimates for the rescalings of u".

Corollary 7.7. Let ."h/ � RC, .xh/ � ƒ and assume that .u"h
/ � HV .�/ is as in

Lemma 7.6. Let us set

vh 2 HV .�h/; �h WD "�1
h .� � xh/; vh.x/ WD u"h

.xh C "hx/

and put vh D 0 outside �h. Then there exists a positive constant C such that for every
h 2 N,

kvhkH 1.RN / � C : (7.33)
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Proof. We consider the functional Jh W HV .�h/ ! R given by

Jh.v/ WD
1

2

NX
i;jD1

Z
�h

aij .xh C "hx; v/DivDjv (7.34)

C
1

2

Z
�h

V .xh C "hx/v2
�

Z
�h

G.xh C "hx; v/: (7.35)

Since Jh.vh/ D "h
�N J"h

.u"h
/, by virtue of Lemma 7.6 we have Jh.vh/ � Nc C o.1/ as

h ! C1. Therefore, if we set ƒh D "�1
h
.ƒ � xh/, from inequalities (7.19) and (7.20),

we get

#

2

NX
i;jD1

Z
RN

aij .xh C "hx; vh/DivhDjvh C
#

2

Z
RN

V .xh C "hx/v2
h

�

Z
ƒh

g.xh C "hx; vh/vh C
#

2k

Z
RN nƒh

V .xh C "hx/v2
h C # Nc C o.1/

(7.36)

as h ! C1. Moreover, since it results J 0
h
.vh/.vh/ D 0 for every h 2 N, again by (7.20),

we get

NX
i;jD1

Z
RN

aij .xh C "hx; vh/DivhDjvh

C
1

2

NX
i;jD1

Z
RN

Dsaij .xh C "hx; vh/vhDivhDjvh C

Z
RN

V .xh C "hx/v2
h

�

Z
ƒh

g.xh C "hx; vh/vh;

which, in view of (7.9), yields�
2

C 1
� NX

i;jD1

Z
RN

aij .xh C "hx; vh/DivhDjvh C

Z
RN

V .xh C "hx/v2
h

�

Z
ƒh

g.xh C "hx; vh/vh:

(7.37)

Then, recalling (7.7) and (7.8), by combining inequality (7.36) and (7.37) one gets

min
n�#

2
�


2
� 1

�
�;

�#
2

�
#

2k
� 1

�
˛

o Z
RN

�
jDvhj

2
C v2

h

�
� # Nc C o.1/ (7.38)

as h ! C1, which yields the assertion. �

Corollary 7.8. Assume that .u"/">0 � HV .�/ is as in Lemma 7.6. Then

lim
"!0

ku"kHV .�/ D 0:

Proof. We may argue as in Step I of Lemma 7.5 with uh replaced by u" and c replaced by
J".u"/. Thus, from inequality (7.23), for every " > 0 we getZ

�

�
jDu"j

2
C V .x/u2

"

�
�

#

min
n�

#
2

�

2

� 1
�
�"2; #

2
�

#
2k

� 1
o J".u"/:
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By virtue of Lemma 7.6, this yieldsZ
�

�
jDu"j

2
C V .x/u2

"

�
�

2# Nc

.# �  � 2/�
"N �2

C o."N �2/

for every " sufficiently small, which implies the assertion. �

Let L W RN � R � RN ! R be a function of class C 1 such that the function r�L is of
class C 1 and let ' 2 L1

loc.R
N /. We now recall the Pucci-Serrin variational identity [117].

Lemma 7.9. Let u W RN ! R be a C 2 solution of

� div
�
D�L.x;u;Du/

�
C DsL.x;u;Du/ D ' in D 0.RN /:

Then for every h 2 C 1
c .R

N ;RN /,

NX
i;jD1

Z
RN

Dih
j D�i L.x;u;Du/Dj u

�

Z
RN

�
.div h/L.x;u;Du/C h � DxL.x;u;Du/

�
D

Z
RN

.h � Du/' :

(7.39)

We refer the reader to [59], where the above variational relation is proved for C 1 solu-
tions. We now derive an important consequence of the previous identity which will play
an important role in the proof of Lemma 7.11.

Lemma 7.10. Let � > 0 and h;H W RC ! R be the continuous functions defined by

h.s/ D ��s C f .s/; H.s/ D

Z s

0

h.t/ dt;

where f satisfies (7.5) and (7.6). Moreover, let bij 2 C 1.RC/ \ L1.RC/ with b0
ij 2

L1.RC/ and assume that there exist �0 > 0 and R0 > 0 with

NX
i;jD1

bij .s/�i�j � �0
j�j2; s � R0

)

NX
i;jD1

b0
ij .s/�i�j � 0 (7.40)

for every s 2 RC and � 2 RN . Let u 2 H 1.RN / be any nontrivial positive solution of the
equation

�

NX
i;jD1

Dj .bij .u/Diu/C
1

2

NX
i;jD1

b0
ij .u/DiuDj u D h.u/ in RN : (7.41)

We denote by bJ the associated functional

bJ .u/ WD
1

2

NX
i;jD1

Z
RN

bij .u/DiuDj u �

Z
RN

H.u/: (7.42)

Then it results bJ .u/ � b, where

b WD inf
2bP sup

t2Œ0;1�

bJ . .t//;
bP WD

n
 2 C.Œ0; 1�;H 1.RN // W  .0/ D 0; bJ . .1// < 0

o
:
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Proof. By condition (7.40),

bJ .v/ �
1

2
min

˚
�0; �

	
kvk

2
H 1.RN /

�

Z
RN

F.v/ for every v 2 H 1.RN /:

Then, since for every " > 0 there exists C" > 0 with

0 � F.s/ � "s2
C C"jsj

2N
N �2 for every s 2 RC;

it is readily seen that there exist %0 > 0 and ı0 > 0 such that bJ .v/ � ı0 for every v with
kvk1;2 D %0. In particular bJ has a Mountain-Pass geometry. As we will see, bP 6D ;, so
that b is well defined. Let u be a nontrivial positive solution of (7.41) and consider the
dilation path

 .t/.x/ WD

(
u.x

t
/ if t > 0

0 if t D 0:

Notice that k .t/k2
H 1 D tN �2kDuk2

2 C tN kuk2
2 for every t 2 RC, which implies that the

curve  belongs to C.Œ0;C1Œ;H 1.RN //. For every t 2 RC it results that

bJ . .t// D
1

2

NX
i;jD1

Z
RN

bij . .t//Di .t/Dj .t/ �

Z
RN

H. .t//

D
tN �2

2

NX
i;jD1

Z
RN

bij .u/DiuDj u � tN

Z
RN

H.u/

which yields, for every t 2 RC

d

dt
bJ . .t// D

N � 2

2
tN �3

NX
i;jD1

Z
RN

bij .u/DiuDj u � N tN �1

Z
RN

H.u/: (7.43)

By (7.40), arguing like at the end of Step I of Lemma 7.11 (namely using the local Serrin
estimates) it results that u 2 L1

loc.R
N /. Hence by the regularity results of [91], it follows

that u is of class C 2. Then we can use Lemma 7.9 by choosing ' D 0,

L.s; �/ WD
1

2

NX
i;jD1

bij .s/�i�j � H.s/ for every s 2 RC and � 2 RN ; (7.44)

h.x/ WD hk.x/ D T .
x

k
/x for every x 2 RN and k � 1; (7.45)

being T 2 C 1
c .R

N / such that T .x/ D 1 if jxj � 1 and T .x/ D 0 if jxj � 2. In particular,
it results that hk 2 C 1

c .R
N ;RN / for every k � 1 and

Dih
j

k
.x/ D DiT .

x

k
/
xj

k
C T .

x

k
/ıij for every x 2 RN and i; j D 1; : : : ;N

.div hk/.x/ D DT .
x

k
/ �

x

k
C N T .

x

k
/ for every x 2 RN :

Then, since DxL.u;Du/ D 0, it follows by (7.39) that for every k � 1

nX
i;jD1

Z
RN

DiT .
x

k
/
xj

k
Dj uD�i L.u;Du/C

Z
RN

T .
x

k
/D�L.u;Du/ � Du

�

Z
RN

DT .
x

k
/ �

x

k
L.u;Du/ �

Z
RN

N T .
x

k
/L.u;Du/ D 0:
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Since there exists C > 0 with

DiT .
x

k
/
xj

k
� C for every x 2 RN , k � 1 and i; j D 1; : : : ;N ,

by the Dominated Convergence Theorem, letting k ! C1, we obtainZ
RN

h
N L.u;Du/ � D�L.u;Du/ � Du

i
D 0;

namely, by (7.44),

N � 2

2

NX
i;jD1

Z
RN

bij .u/DiuDj u D N

Z
RN

H.u/: (7.46)

By plugging this formula into (7.43), we obtain
d

dt
bJ . .t// D N.1 � t2/tN �3

Z
RN

H.u/

which yields d
dt

bJ . .t// > 0 for t < 1 and d
dt

bJ . .t// < 0 for t > 1, i.e.

sup
t2Œ0;L�

bJ . .t// D bJ . .1// D bJ .u/:
Moreover, observe that

 .0/ D 0 and bJ . .T // < 0 for T > 0 sufficiently large:

Then, after a suitable scale change in t ,  2 bP and the assertion follows. �

The following is one of the main tools of the section.

Lemma 7.11. Assume that .u"/">0 � HV .�/ is as in Lemma 7.6. Then

lim
"!0

max
@ƒ

u" D 0: (7.47)

Proof. The following auxiliary fact is sufficient to prove assertion (7.47): if "h ! 0 and
.xh/ � ƒ are such that u"h

.xh/ � c for some c > 0, then

lim
h

V .xh/ D min
ƒ

V: (7.48)

Indeed, assume by contradiction that there exist ."h/ � RC with "h ! 0 and .xh/ � @ƒ

such that u"h
.xh/ � c for some c > 0. Up to a subsequence, we have xh ! Nx 2 @ƒ. Then

by (7.48) it results
min
@ƒ

V � V . Nx/ D lim
h

V .xh/ D min
ƒ

V

which contradicts assumption (7.11).
We divide the proof of (7.48) into four steps:

Step I. Up to a subsequence, xh ! bx for some bx 2 ƒ. By contradiction, we assume that

V .bx/ > min
ƒ

V D V .x0/:

Since for every h 2 N the function u"h
solves .P"h

/, the sequence

vh 2 HV .�h/; �h D "�1
h .� � xh/; vh.x/ D u"h

.xh C "hx/

satisfies

�

NX
i;jD1

Dj .aij .xh C "hx; vh/Divh/C
1

2

NX
i;jD1

Dsaij .xh C "hx; vh/DivhDjvh D wh
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in �h, vh > 0 in �h and vh D 0 on @�h, where we have set

wh WD g.xh C "hx; vh/ � V .xh C "hx/vh for every h 2 N:

Setting vh D 0 outside RN , by Corollary 7.7, up to a subsequence, vh ! v weakly in
H 1.RN /. Notice that the sequence .�ƒ.xh C "hx// converges weak* in L1 to a measur-
able function 0 � � � 1. In particular, taking into account that jwhj � c1jvhj C c2jvhjp ,
.wh/ is strongly convergent in H �1. z�/ for every bounded subset z� of RN . Therefore,
by a simple variant of Lemma 7.4, we conclude that .vh/ is strongly convergent to v in
H 1. z�/ for every bounded subset z� � RN (actually, as we will see, vh ! v uniformly
over compacts). Then it follows that the limit v is a solution of the equation

�

NX
i;jD1

Dj .aij .bx; v/Div/C
1

2

NX
i;jD1

Dsaij .bx; v/DivDjv C V .bx/v D g0.x; v/ in RN

(7.49)
where g0.x; s/ WD �.x/f .s/C .1 � �.x// zf .s/ for every x 2 RN and s 2 RC.

We now prove that v ¤ 0. Let us set

dh.x/ WD

(
V .xh C "hx/ �

g.x;vh.x//
vh.x/

if vh.x/ ¤ 0

0 if vh.x/ D 0;

Aj .x; s; �/ WD

NX
iD1

aij .xh C "hx; s/�i for j D 1; : : : ;N ;

B.x; s; �/ WD dh.x/s;

C.x; s/ WD
1

2

NX
i;jD1

Dsaij .xh C "hx; s/Divh.x/Djvh.x/

for every x 2 RN , s 2 RC and � 2 RN . Taking into account the assumptions on the
coefficients aij .x; s/, it results that

A.x; s; �/ � � � �j�j2; jA.x; s; �/j � cj�j; jB.x; s; �/j � dh.x/jsj:

Moreover, by (7.10) we have

s � R ) C.x; s/s � 0

for every x 2 RN and s 2 RC. By the growth condition on g, dh 2 L
N

2�ı .B2%.0// for
every % > 0 and

S D sup
h

kdhk
L

N
2�ı .B2%.0//

� D% sup
h2N

kvhkL2�
.B2%.0//

< C1

for some ı > 0 sufficiently small. Since div.A.x; vh;Dvh// D B.x; vh;Dvh/C C.x; vh/

for every h 2 N, by virtue of [123, Theorem 1 and Remark at p.261] there exists a positive
constant M.ı;N; c; %ıS/ and a radius % > 0, sufficiently small, such that

sup
h2N

max
x2B%.0/

jvh.x/j � M.ı;N; c; %ıS/.2%/�N=2 sup
h2N

kvhkL2.B2%.0//
< C1

so that .vh/ is uniformly bounded in B%.0/. Then, by [123, Theorem 8], .vh/ is bounded
in some C 1;˛.B%=2.0//. Up to a subsequence this implies that .vh/ converges uniformly to
v in B%=2.0/. This yields v.0/ D limh vh.0/ D limh u"h

.xh/ � c > 0.
In a similar fashion one shows that vh ! v uniformly over compacts.
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Step II. We prove that v actually solves the following equation

�

NX
i;jD1

Dj .aij .bx; v/Div/C
1

2

NX
i;jD1

Dsaij .bx; v/DivDjv C V .bx/v D f .v/ in RN :

(7.50)
In general the function � of Step I is given by � D �

Tƒ.bx/, where Tƒ.bx/ is the tangent
cone of ƒ at bx. On the other hand, since we may assume without loss of generality that
ƒ is smooth, it results (up to a rotation) that �.x/ D �fx1<0g.x/ for every x 2 RN . In
particular, v is a solution of the problem

�

NX
i;jD1

Dj .aij .bx; v/Div/C
1

2

NX
i;jD1

Dsaij .bx; v/DivDjv C V .bx/v
D �fx1<0g.x/f .v/C �fx1>0g.x/ zf .v/ in RN :

(7.51)

Let us first show that v.x/ � ` on fx1 D 0g. To this aim, let us use again Lemma 7.9, by
choosing this time

'.x/ WD �fx1<0g.x/f .v.x//C �fx1>0g.x/ zf .v.x// for every x 2 RN

L.s; �/ WD
1

2

NX
i;jD1

aij .bx; s/�i�j C
V .bx/

2
s2 for every s 2 R and � 2 RN ;

h.x/ WD hk.x/ D

�
T .

x

k
/; 0; : : : ; 0

�
for every x 2 RN and k � 1:

Then hk 2 C 1
c .R

N ;RN / and, since DxL.v;Dv/ D 0, for every k � 1, it resultsZ
RN

h 1

k

NX
iD1

DiT .
x

k
/D1vD�i L.v;Dv/ � D1T .

x

k
/
1

k
L.v;Dv/

i
D

Z
RN

T .
x

k
/'.x; v/D1v:

Again by the Dominated Convergence Theorem, letting k ! C1, it resultsZ
RN

'.x; v/D1v D 0;

that is, after integration by parts,Z
RN �1

h
F.v.0;x0// � zF .v.0;x0//

i
dx0

D 0:

Taking into account that F.s/ � zF .s/ with equality only if s � `, we get v.0;x0/ � ` for
every x0 2 RN �1. To prove that actually v.x1;x

0/ � ` for every x1 > 0 and x0 2 RN �1,
we test (7.51) with

�.x/ WD

(
0 if x1 < 0

.v.x1;x
0/ � `/C expf�.v.x1;x

0//g if x1 > 0

where �.s/ is as in (7.26) and then we argue as in Section 7.3 (see the computations in
formula (7.58)). In particular,

'.x; v.x// D f .v.x// for every x 2 RN ; (7.52)

so that v is a nontrivial solution of (7.50).
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Step III If Jh W HV .�h/ ! R is as in (7.34), the function vh is a critical point of Jh and
Jh.vh/ D "h

�N J"h
.u"h

/ for every h 2 N. Let us consider the functional Jbx W H 1.RN / !

R defined as

Jbx.u/ WD
1

2

NX
i;jD1

Z
RN

aij .bx;u/DiuDj u C
1

2

Z
RN

V .bx/u2
�

Z
RN

F.u/:

We now want to prove that

Jbx.v/ � lim inf
h

Jh.vh/: (7.53)

Let us set for every h 2 N and x 2 �h

�h.x/ WD
1

2

NX
i;jD1

aij .xh C "hx; vh/DivhDjvh C
1

2
V .xh C "hx/v2

h � G.xh C "hx; vh/:

(7.54)
Since vh ! v in H 1 over compact sets, in view of (7.52), for every % > 0 one gets

lim
h

Z
B%.0/

�h.x/ D
1

2

Z
B%.0/

� NX
i;jD1

aij .bx; v/DivDjv C V .bx/v2
�

�

Z
B%.0/

F.v/:

Moreover, as v belongs to H 1.RN /,

1

2

Z
B%.0/

� NX
i;jD1

aij .bx; v/DivDjv C V .bx/v2
�

�

Z
B%.0/

F.v/ D Jbx.v/ � o.1/

as % ! C1. Therefore, it suffices to show that for every ı > 0 there exists % > 0 with

lim inf
h

Z
�hnB%.0/

�h.x/ � �ı: (7.55)

Consider a function �% 2 C 1.RN / such that 0 � �% � 1, �% D 0 on B%�1.0/, �% D 1 on
RN n B%.0/ and jD�%j � c. Let us set for every h 2 N,

ˇh.%/ WD

NX
i;jD1

Z
B%.0/nB%�1.0/

aij .xh C "hx; vh/DivhDj .�%vh/

C
1

2

NX
i;jD1

Z
B%.0/nB%�1.0/

Dsaij .xh C "hx; vh/�%vhDivhDjvh

C

Z
B%.0/nB%�1.0/

V .xh C "hx/v2
h�% �

Z
B%.0/nB%�1.0/

g.xh C "hx; vh/�%vh:

After some computations, in view of (7.9) and (7.54), one gets

� ˇh.%/C J 0
h.vh/.�%vh/

� . C 2/

Z
�hnB%.0/

�h.x/ �


2

Z
�hnB%.0/

V .xh C "hx/v2
h

C . C 2/

Z
�hnB%.0/

G.xh C "hx; vh/ �

Z
�hnB%.0/

g.xh C "hx; vh/vh
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Notice that, by virtue of (7.19), for % large enough, setting ƒh D "�1
h
.ƒ � xh/, we get

�


2

Z
ƒhnB%.0/

V .xh C "hx/v2
h C . C 2/

Z
ƒhnB%.0/

G.xh C "hx; vh/

�

Z
ƒhnB%.0/

g.xh C "hx; vh/vh

� �.# � 2 �  /

Z
ƒhnB%.0/

G.xh C "hx; vh/ � 0:

Analogously, in view of (7.20), we obtain

�


2

Z
�hn.B%.0/[ƒh/

V .xh C "hx/v2
h C . C 2/

Z
�hn.B%.0/[ƒh/

G.xh C "hx; vh/

�

Z
�hn.B%.0/[ƒh/

g.xh C "hx; vh/vh

� �


2

Z
�hn.B%.0/[ƒh/

V .xh C "hx/v2
h C



2k

Z
�hn.B%.0/[ƒh/

V .xh C "hx/v2
h � 0:

Therefore, since J 0
h
.vh/.�%vh/ D 0 for every h 2 N and

lim sup
h

ˇh.%/ D o.1/ as % ! C1,

inequality (7.55) follows and thus (7.53) holds true.

Step IV. In this step we get the desired contradiction. By combining Lemma 7.6 with the
inequality (7.53), one immediately gets

Jbx.v/ � Nc D inf
2P0

sup
t2Œ0;1�

J0. .t//: (7.56)

Since v is a nontrivial solution of (7.50), by applying Lemma 7.10 with

� D V .bx/; �0
D �; R0

D R; bij .s/ D aij .bx; s/;
being bP � P0, V .bx/ > V .x0/ and, by (7.12),

NX
i;jD1

aij .bx; s/�i�j �

NX
i;jD1

aij .x0; s/�i�j for every s 2 RC and � 2 RN ;

it follows that

Jbx.v/ � inf
2bP sup

t2Œ0;1�

Jbx. .t// > inf
2P0

sup
t2Œ0;1�

J0. .t// D Nc; (7.57)

which contradicts (7.56). �

7.3. Proof of the main result. We are now ready to prove Theorem 7.1.
Step I. We prove that .a/ holds. By Lemma 7.11 there exists "0 > 0 such that

u".x/ < ` for every " 2 .0; "0/ and x 2 @ƒ:

Then, since u" 2 HV .�/, for every " 2 .0; "0/, if � is defined as in (7.26), the function

v".x/ WD

(
0 if x 2 ƒ

.u".x/ � `/C expf�.u".x//g if x 2 � nƒ
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belongs to H 1
0
.�/ and it is an admissible test for the equation

�"2

NX
i;jD1

Dj .aij .x;u"/Diu"/C
"2

2

NX
i;jD1

Dsaij .x;u"/Diu"Dj u" C V .x/u" D g.x;u"/:

After some computations, one obtains

"2

NX
i;jD1

Z
�nƒ

aij .x;u"/Di

�
.u" � `/C

�
Dj

�
.u" � `/C

�
expf�.u"/g

C "2

NX
i;jD1

Z
�nƒ

�
1

2
Dsaij .x;u"/C �0.u"/aij .x;u"/

�
Diu"Dj u".u" � `/C expf�.u"/g

C

Z
�nƒ

ˆ".x/
�
.u" � `/C

�2 expf�.u"/g C

Z
�nƒ

ˆ".x/`.u" � `/C expf�.u"/g D 0;

(7.58)
where ˆ" W � ! R is the function given by

ˆ".x/ WD V .x/ �
g.x;u".x//

u".x/
:

Notice that, by virtue of condition (7.20), one has

ˆ".x/ > 0 for every x 2 � nƒ:

Therefore, taking into account (7.27), all the terms in (7.58) must be equal to zero. We
conclude that .u" � `/C D 0 on � nƒ, namely,

u".x/ � ` for every " 2 .0; "0/ and x 2 � nƒ: (7.59)

Hence, by Proposition 7.3, u" is a positive solution of the original problem (7.15). More-
over, by virtue of (7.10), using again the argument at the end of Step I of Lemma 7.11
it results that u" 2 L1

loc.�/, which, by the regularity results of [91], yields u" 2 C.�/.
Notice that by arguing in a similar fashion testing with

v".x/ WD

(
0 if x 2 ƒ

.u".x/ � sup@ƒ u"/
C expf�.u".x//g if x 2 � nƒ

it results u" ! 0 uniformly outside ƒ.
Step II. We prove that .b/ holds. If x" denotes the maximum of u" in ƒ, since u" ! 0

uniformly outsideƒ, it results that u".x"/ D sup� u". By arguing as at the end of Step I of
Lemma 7.11, setting v".x/ D u".x"C"x/ it results that the sequence .v".0// is bounded in
R. Then there exists � 0 > 0 such that u".x"/ D v".0/ � � 0. Assume now by contradiction
that u".x"/ � � for some " 2 .0; "0/. Then, taking into account the definition of � and
that u" ! 0 uniformly outside ƒ, it holds (with strict inequality in some subset of �)

V .x/ �
f .u".x//

u".x/
� 0 for every x 2 �: (7.60)

Let � W RC ! R be the map defined in (7.26). Then the function u" expf�.u"/g can be
chosen as an admissible test in the equation

�"2

NX
i;jD1

Dj .aij .x;u"/Diu"/C
"2

2

NX
i;jD1

Dsaij .x;u"/Diu"Dj u" C V .x/u" D f .u"/:
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After some computations, one obtains

"2

NX
i;jD1

Z
�

aij .x;u"/Diu"Dj u" expf�.u"/g

C "2

NX
i;jD1

Z
�

�
1

2
Dsaij .x;u"/C �0.u"/aij .x;u"/

�
Diu"Dj u"u" expf�.u"/g

C

Z
�

�
V .x/ �

f .u"/

u"

�
u2
" expf�.u"/g D 0:

(7.61)

Then, by (7.8), (7.27) and (7.60) all the terms in equation (7.61) must be equal to zero,
namely u" � 0, which is not possible. Then u".x"/ � � for every " 2 .0; "0/ and by
(7.48) we also get d.x";M/ ! 0 as " ! 0.

Step III. We prove that .c/ holds. Assume by contradiction that there exists % > 0, ı > 0,
"h ! 0 and yh 2 ƒ n B%.x"h

/ such that

lim sup
h

u"h
.yh/ � ı: (7.62)

Then, arguing as in Lemma 7.11, we can assume that yh ! y, x"h
! zy and vh.y/ WD

u"h
.yh C "hy/ ! v, zvh.y/ WD u"h

.x"h
C "hy/ ! zv strongly in H 1

loc.R
N /, where v is a

solution of

�

NX
i;jD1

Dj .aij .y; v/Div/C
1

2

NX
i;jD1

Dsaij .y; v/DivDjv C V .y/v D f .v/ in RN

and zv is a solution of

�

NX
i;jD1

Dj .aij .zy; v/Div/C
1

2

NX
i;jD1

Dsaij .zy; v/DivDjv C V .zy/v D f .v/ in RN :

Observe that v ¤ 0 and zv ¤ 0. Indeed, arguing as in Step I of Lemma 7.11 it results
that .vh/ and .zvh/ converge uniformly in a neighborhood of zero, so that from (7.62) and
u"h

.x"h
/ � � we get v.0/ � ı and zv.0/ � � . Now, setting zh WD

x"h
�yh

"h
and

�h.y/ WD
1

2

NX
i;jD1

aij .yh C "hy; vh/DivhDjvh C
1

2
V .yh C "hy/v2

h � G.yh C "hy; vh/;

if  2 C 1.R/, 0 �  � 1,  .s/ D 0 for s � 1 and  .s/ D 1 for s � 2, arguing as in
Lemma 7.11 by testing the equation satisfied by vh with

'h;R.y/ D vh.y/
�
 

� jyj

R

�
C  

� jy � zhj

R

�
� 1

�
;

taking into account that

lim
h

ˇ̌̌ Z
B2R.0/[B2R.zh/n.BR.0/[BR.zh//

�h.y/
ˇ̌̌

D o.1/

as R ! C1, it turns out that for every ı > 0 there exists R > 0 with

lim inf
h

Z
�hn.BR.0/[BR.zh//

�h.y/ � �ı:
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Moreover, for every R > 0, we have

lim inf
h

Z
BR.0/[BR.zh/

�h.y/ D lim inf
h

Z
BR.0/

1

2

NX
i;jD1

aij .yh C "hy; vh/DivhDjvh

C
1

2
V .yh C "hy/v2

h � G.yh C "hy; vh/

C lim inf
h

Z
BR.0/

1

2

NX
i;jD1

aij .x"h
C "hy; zvh/Di zvhDj zvh

C
1

2
V .x"h

C "hy/zv2
h � G.x"h

C "hy; zvh/

D

Z
BR.0/

1

2

NX
i;jD1

aij .y; v/DivDjv C
1

2
V .y/v2

� F.v/

C

Z
BR.0/

1

2

NX
i;jD1

aij .zy; zv/Di zvDj zv C
1

2
V .zy/zv2

� F.zv/:

Therefore, we deduce that

lim inf
h

"h
�N J"h

.u"h
/ D lim inf

h

Z
�h

�h.y/ � Jy.v/C Jzy.zv/:

Let by and bzy be the Mountain-Pass values of Jy and Jzy . By Lemma 7.10, (7.11) and
(7.12) we have Jy.v/ � by � Nc and Jzy.zv/ � bzy � Nc. Therefore we conclude that

lim inf
h

"h
�N J"h

.u"h
/ � 2 Nc;

which contradicts Lemma 7.6.
Step IV. We prove that .d/ holds. By Corollary 7.8, we have ku"kHV .�/ ! 0. In particu-
lar, u" ! 0 in Lq.�/ for every 2 � q � 2�. As a consequence u" ! 0 in Lq.�/ also for
every q > 2�. Indeed, if q > 2�, we haveZ

�

ju"j
q

D

Z
�

ju"j
q�2�

ju"j
2�

� � 0q�2�
Z
�

ju"j
2�

! 0

as " ! 0. The proof is now complete. �

7.4. A few related open problems. We quote here a few (open) problems related to the
main result.

Problem 7.12. Under suitable assumptions, does a Gidas-Ni-Nirenberg [77] type result
(radial symmetry) hold for the solutions of autonomous equations of the type

�

NX
i;jD1

Dj .bij .u/Diu/C
1

2

NX
i;jD1

b0
ij .u/DiuDj u D h.u/ in RN ? (7.63)

Problem 7.13. Under suitable assumptions on bij and h, is it possible to prove, as in the
semi-linear case, a uniqueness result for the solutions of equation (7.63)?

Problem 7.14. Is it true that for each " > 0 the solution u" of problem (7.15) admits a
unique maximum point inside ƒ?

Problem 7.15. Is it true that the solutions u" of problem (7.15) decay exponentially as for
the semi-linear case (see formula (7.17))?
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8. THE SINGULARLY PERTURBED CASE, II

In this section we turn to a more delicate situation, namely the study of the multi-peak
case, also for possibly degenerate operators. We refer the reader to [75]. Some parts of this
publication has been slightly modified to give this collection a more uniform appearance.

Assume that V W RN ! R is a C 1 function and there exists a positive constant ˛ such
that

V .x/ � ˛ for every x 2 RN : (8.1)
Moreover let ƒ1; : : : ; ƒk be k disjoint compact subsets of � and xi 2 ƒi with

V .xi/ D min
ƒi

V < min
@ƒi

V; i D 1; : : : ; k: (8.2)

Let us set for all i D 1; : : : ; k

Mi WD
˚
x 2 ƒi W V .x/ D V .xi/

	
: (8.3)

Let 1 < p < N , p� D
Np

N �p
and let WV .�/ be the weighted Banach space

WV .�/ WD
˚
u 2 W

1;p
0 .�/ W

Z
�

V .x/juj
p < C1

	
endowed with the natural norm kuk

p
WV

WD
R
�

jDujp C
R
�

V .x/jujp . For all A;B � RN ,
let us denote their distance by dist.A;B/.

The following is the first of our main results.

Theorem 8.1. Assume that (8.1) and (8.2) hold and let 1 < p � 2, p < q < p�.
Then there exists "0 > 0 such that, for every " 2 .0; "0/, there exist u" in WV .�/ \

C
1;ˇ
loc .�/ and k points x";i 2 ƒi satisfying the following properties:
.a/ u" is a weak solution of the problem

�"p�pu C V .x/up�1
D uq�1 in �

u > 0 in �

u D 0 on @�I

(8.4)

.b/ there exist �; � 0 2�0;C1Œ such that for every i D 1; : : : ; k we have

u".x";i/ D sup
ƒi

u"; � < u".x";i/ < �
0; lim

"!0
dist.x";i ;Mi/ D 0

where Mi is as in (8.3);
.c/ for every r < minfdist.Mi ;Mj / W i ¤ j g we have

lim
"!0

ku"kL1.�n
Sk

iD1 Br .x";i //
D 0 I

.d/ it results
lim
"!0

ku"kWV
D 0:

Moreover, if k D 1 the assertions hold for every 1 < p < N .

Actually, this result will follow by a more general achievement involving a larger class
of quasi-linear operators. Before stating it, we make a few assumptions. Assume that
1 < p < N , f 2 C 1.RC/ and there exist p < q < p� and p < # � q with

lim
s!0C

f .s/

sp�1
D 0; lim

s!C1

f .s/

sq�1
D 0; (8.5)

0 < #F.s/ � f .s/s for every s 2 RC; (8.6)
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where F.s/ D
R s

0
f .t/ dt for every s 2 RC.

The function j .x; s; �/ W � � RC � RN ! R is continuous in x and of class C 1 with
respect to s and �, the function f� 7! j .x; s; �/g is strictly convex and p-homogeneous
and there exist two positive constants c1; c2 with

jjs.x; s; �/j � c1j�jp; jj�.x; s; �/j � c2j�jp�1 (8.7)

for a.e. x 2 � and every s 2 RC, � 2 RN (js and j� denote the derivatives of j with
respect of s and � respectively). Let R; � > 0 and 0 <  < # � p with

j .x; s; �/ � �j�jp; (8.8)

js.x; s; �/s � j .x; s; �/ (8.9)

a.e. in �, for every s 2 RC and � 2 RN , and

js.x; s; �/ � 0 for every s � R (8.10)

a.e. in � and for every � 2 RN . For every fixed Nx 2 �, the limiting equation

� div.j�. Nx;u;Du//C js. Nx;u;Du/C V . Nx/up�1
D f .u/ in RN (8.11)

admits a unique positive solution (up to translations). Finally, we assume that

j .xi ; s; �/ D min
x2ƒi

j .x; s; �/; i D 1; : : : ; k (8.12)

for every s 2 RC and � 2 RN , where the xis are as in (8.2).
We point out that assumptions (8.1), (8.2), (8.5) and (8.6) are the same as in [62, 63].

Conditions (8.7)-(8.10) are natural assumption, already used, throughout this monograph.
The following result is an extension of Theorem 8.1.

Theorem 8.2. Assume that (8.1), (8.2), (8.5), (8.6), (8.7), (8.8), (8.9), (8.10), (8.11), (8.12)
hold. Then there exists "0 > 0 such that, for every " 2 .0; "0/, there exist u" in WV .�/ \

C
1;ˇ
loc .�/ and k points x";i 2 ƒi satisfying the following properties:
.a/ u" is a weak solution of the problem

�"p div.j�.x;u;Du//C "pjs.x;u;Du/C V .x/up�1
D f .u/ in �

u > 0 in �

u D 0 on @� I

(8.13)

.b/ there exist �; � 0 2�0;C1Œ such that for every i D 1; : : : ; k we have

u".x";i/ D sup
ƒi

u"; � < u".x";i/ < �
0; lim

"!0
dist.x";i ;Mi/ D 0

where Mi is as in (8.3);
.c/ for every r < minfdist.Mi ;Mj / W i ¤ j g we have

lim
"!0

ku"kL1.�n
Sk

iD1 Br .x";i //
D 0 I

.d/ it results
lim
"!0

ku"kWV
D 0:

Notice that if k D 1 assumption (8.11) can be dropped: in fact following the argu-
ments of [132] it is possible to prove that the previous result holds without any uniqueness
assumption, which instead, as in the semi-linear case, seems to be necessary for the case
k > 1. This holds true for the p-Laplacian problem (8.4) and for more general situation
we refer the reader to [124].
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Various difficulties arise in comparison with the semi-linear framework (see also Sec-
tion 5 of [132]). To study the concentration properties of u" inside the ƒis (see Sec-
tion 8.3), inspired by the recent work of Jeanjean and Tanaka [83], we make a repeated use
of a Pucci-Serrin type identity [59] which has turned out to be a very powerful tool (see
Section 8.2). It has to be pointed out that, in our possibly degenerate setting, we cannot
hope to have C 2 solutions, but at most C 1;ˇ solutions (see [65, 142]). Therefore, the clas-
sical Pucci-Serrin identity [117] is not applicable in our framework. On the other hand, it
has been recently shown in [59] that, under minimal regularity assumptions, the identity
holds for locally Lipschitz solutions, provided that the operator is strictly convex in the
gradient, which, from our viewpoint, is a very natural requirement (see Theorem 8.6). Un-
der uniqueness assumptions this identity has also turned out to be useful in characterizing
the exact energy level of the solution of (8.11). More precisely, we prove that (8.11) admits
a least energy solution having the Mountain-Pass energy level (see Theorem 8.7).

8.1. Penalization and compactness. In this section, following the approach of del Pino
and Felmer [63], we define a suitable penalization of the functional I" W WV .�/ ! R

associated with the problem (8.13),

I".u/ WD "p

Z
�

j .x;u;Du/C
1

p

Z
�

V .x/juj
p

�

Z
�

F.u/:

By the growth condition on j , it is easily seen that I" is a continuous functional.
Let ˛ > 0 be as in (8.1) and consider the positive constant

` WD sup
˚
s > 0 W

f .t/

tp�1
�
˛

�
for every 0 � t � s

	
(8.14)

for some fixed � > #=.# � p/. We define the function zf W RC ! R by setting

zf .s/ WD

(
˛
�

sp�1 if s > `

f .s/ if 0 � s � `

and the map g W � � RC ! R as

g.x; s/ WD 1ƒ.x/f .s/C .1 � 1ƒ.x// zf .s/; ƒ D

k[
iD1

ƒi

for a.e. x 2 � and every s 2 RC. The function g.x; s/ is measurable in x, of class C 1 in
s and it satisfies the following properties:

lim
s!C1

g.x; s/

sq�1
D 0; lim

s!0C

g.x; s/

sp�1
D 0 uniformly in x; (8.15)

0 < #G.x; s/ � g.x; s/s for x 2 ƒ and s 2 RC; (8.16)

0 � pG.x; s/ � g.x; s/s �
1

�
V .x/sp for x 2 � nƒ and s 2 RC, (8.17)

where we have set G.x; s/ WD
R s

0
g.x; �/ d� .

Without loss of generality, we may assume that

g.x; s/ D 0 for a.e. x 2 � and every s < 0, (8.18)

j .x; s; �/ D j .x; 0; �/ for every x 2 �, s < 0 and � 2 RN . (8.19)
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Let now J" W WV .�/ ! R be the functional defined as

J".u/ WD "p

Z
�

j .x;u;Du/C
1

p

Z
�

V .x/juj
p

�

Z
�

G.x;u/:

If Nx is in one of the ƒis, we also consider the “limit” functionals on W 1;p.RN /,

I Nx.u/ WD

Z
RN

j . Nx;u;Du/C
1

p

Z
RN

V . Nx/juj
p

�

Z
RN

F.u/ (8.20)

whose positive critical points solve equation (8.11). We denote by c Nx the Mountain-Pass
value of I Nx , namely

c Nx WD inf
2P Nx

sup
t2Œ0;1�

I Nx. .t//; (8.21)

P Nx WD

n
 2 C.Œ0; 1�;W 1;p.RN // W  .0/ D 0; I Nx. .1// < 0

o
: (8.22)

We set ci WD cxi
for every i D 1; : : : ; k. Considering �i > 0 such that

kX
iD1

�i <
1

2
min

˚
ci W i D 1; : : : ; k

	
;

we claim that, up to making ƒis smaller, we may assume that

ci � c Nx � ci C �i for all Nx 2 ƒi : (8.23)

In fact ci � c Nx follows because xi is a minimum of V inƒi and (8.12) holds. On the other
hand, let us consider Nxh ! xi such that limh c Nxh

D lim sup Nx!xi
c Nx . Let  2 P Nx be such

that max�2Œ0;1� Ixi
. .�// � ci C �i . Since I Nxh

! Ixi
uniformly on  , we have that for h

large enough,  2 P Nxh
and there exists �h 2 Œ0; 1� such that

c Nxh
� I Nxh

. .�h// � Ixi
. .�h//C o.1/ � ci C �i C o.1/:

We deduce that lim sup Nx!xi
c Nx � ci C �i so that the claim is proved.

If yƒi denote mutually disjoint open sets compactly containing ƒi , we introduce the
functionals J";i W W 1;p.yƒi/ ! R as

J";i.u/ WD "p

Z
yƒi

j .x;u;Du/C
1

p

Z
yƒi

V .x/juj
p

�

Z
yƒi

G.x;u/ (8.24)

for every i D 1; : : : ; k.
Finally, let us define the penalized functional E" W WV .�/ ! R by setting

E".u/ WD J".u/C P".u/; (8.25)

P".u/ WD M

kX
iD1

�
.J";i.u/C/

1=2
� "N=2.ci C �i/

1=2
�2

C
; (8.26)

where M > 0 is chosen so that

M >
c1 C � � � C ck

miniD1;:::;k

˚
.2ci/1=2 � .ci C �i/1=2

	 :
The functionals J", J";i and E" are merely continuous.

The next result provides the link between the critical points of E" and the weak solutions
of the original problem.
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Proposition 8.3. Let u" 2 WV .�/ be any critical point of E" and assume that there exists
a positive number "0 such that the following conditions hold

u".x/ < ` for every " 2 .0; "0/ and x 2 � nƒ; (8.27)

"�N J";i.u"/ < ci C �i for every " 2 .0; "0/ and i D 1; : : : ; k: (8.28)

Then, for every " 2 .0; "0/, u" is a solution of (8.13).

Proof. Let " 2 .0; "0/. By condition (8.28) and the definition of P .u"/, u" is actually a
critical point of J". In view of .a/ of Proposition 2.25, u" is a weak solution of

�"p div.j�.x;u;Du//C "pjs.x;u;Du/C V .x/juj
p�2u D G.x;u/:

Moreover, by (8.27) and the definition of zf , it results G.x;u".x// D F.u".x// for a.e.
x 2 �. By (8.18) and (8.19) and arguing as in the proof of [131, Lemma 1], one gets
u" > 0 in �. Thus u" is a solution of (8.13). �

The next Lemma is a variant of a local compactness property for bounded concrete
Palais-Smale sequences (cf. [131, Theorem 2 and Lemma 3]; see also [48]).

Lemma 8.4. Assume that (8.7), (8.8), (8.10) hold and let . h/ � L1.RN / bounded with
 h.x/ � � > 0. Let " > 0 and assume that .uh/ � W 1;p.RN / is a bounded sequence
such that

hwh; 'i D "p

Z
RN

 h.x/j�.x;uh;Duh/ � D' C "p

Z
RN

 h.x/js.x;uh;Duh/'

for every ' 2 C 1
c .RN /, where .wh/ is strongly convergent in W �1;p0

. z�/ for a given
bounded domain z� of RN . Then .uh/ admits a strongly convergent subsequence in W 1;p. z�/.

Since � may be unbounded, in general the original functional I" does not satisfy the
concrete Palais-Smale condition. In the following Lemma we prove that, instead, for every
" > 0 the functional E" satisfies it at every level c 2 R.

Lemma 8.5. Assume that conditions (8.1), (8.5), (8.6), (8.7), (8.8), (8.9), (8.10) hold. Let
" > 0.

Then E" satisfies the concrete Palais-Smale condition at every level c 2 R.

Proof. Let .uh/ � WV .�/ be a concrete Palais-Smale sequence for E" at level c. We
divide the proof into two steps:
Step I. We prove that .uh/ is bounded in WV .�/. From (8.16) and (8.17), we get

#"p

Z
�

j .x;uh;Duh/C
#

p

Z
�

V .x/juhj
p

�

Z
ƒ

g.x;uh/uh C
#

p�

Z
�nƒ

V .x/juhj
p

C #J".uh/

(8.29)

for every h 2 N. Moreover, for every h 2 N we can compute J 0
".uh/.uh/; in view of

(8.17) we obtainZ
ƒ

g.x;uh/uh C J 0
".uh/Œuh�

� "p

Z
�

j�.x;uh;Duh/ � Duh C "p

Z
�

js.x;uh;Duh/uh C

Z
�

V .x/juhj
p
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for every h 2 N. Notice that by (8.9) and the p-homogeneity of the map f� 7! j .x; s; �/g,
it results

js.x;uh;Duh/uh � j .x;uh;Duh/;

j�.x;uh;Duh/ � Duh D pj .x;uh;Duh/

for every h 2 N. Therefore,Z
ƒ

g.x;uh/uh C J 0
".uh/Œuh� � . C p/"p

Z
�

j .x;uh;Duh/C

Z
�

V .x/juhj
p (8.30)

for every h 2 N. In view of (8.8), by combining inequalities (8.29) and (8.30) one gets

min
˚
.# �  � p/ �"p;

#

p
�
#

p�
� 1

	 Z
�

�
jDuhj

p
C V .x/juhj

p
�

� #J".uh/ � J 0
".uh/Œuh�

(8.31)

for every h 2 N. In a similar fashion, arguing on the functionals J";i , it results

min
˚
.# �  � p/ �"p;

#

p
�
#

p�
� 1

	 Z
yƒi

�
jDuhj

p
C V .x/juhj

p
�

� #J";i.uh/ � J 0
";i.uh/Œuh� for every h 2 N and i D 1; : : : ; k:

(8.32)

In particular, notice that one obtains

N#J";i.uh/ � J 0
";i.uh/Œuh� � 0 for every h 2 N and i D 1; : : : ; k

and every  C p < N# < # . Then, after some computations, one gets

N#P".uh/ � P 0
".uh/Œuh�

� � N#M "N=2

kX
iD1

.ci C �i/
1=2

�
.J";i.uh/C/

1=2
� "N=2.ci C �i/

1=2
�

C

� �C "N=2P".uh/
1=2

which implies, by Young’s inequality, the existence of a constant d > 0 such that

#P".uh/ � P 0
".uh/Œuh� � �d"N (8.33)

for every h 2 N. By combining (8.31) with (8.33), since

E".uh/ D c C o.1/; E0
".uh/Œuh� D o.kuhkWV

/

as h ! C1, one obtainsZ
�

�
jDuhj

p
C V .x/juhj

p
�

�
#c C d"N

min
n
.# �  � p/ �"p; #

p
�

#
p�

� 1
o C o.kuhkWV

/C o.1/
(8.34)

as h ! C1, which yields the boundedness of .uh/ in WV .�/.
Step II. By virtue of Step I, there exists u 2 WV .�/ such that, up to a subsequence, .uh/

weakly converges to u in WV .�/. Let us now prove that actually .uh/ converges strongly
to u in WV .�/. If we define for every h 2 N the weights

�h;i D M
�
.J";i.uh/C/

1=2
� "N=2.ci C �i/

1=2
�

C
.J";i.uh/C/

�1=2; i D 1; : : : ; k
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and put �h.x/ D
Pk

iD1 �h;i1 yƒi
.x/ with 0 � �h;i � M . After a few computations, one

gets

hwh; 'i D "p

Z
�

.1 C �h/j�.x;uh;Duh/ � D' C "p

Z
�

.1 C �h/js.x;uh;Duh/'

for every ' 2 C 1
c .�/, where

wh D .1 C �h/g.x;uh/ � .1 C �h/V .x/juhj
p�2uh C �h;

with �h ! 0 strongly in W �1;p0

.�/. Since, up to a subsequence, .wh/ strongly converges
tow WD .1C N�/g.x;u/�.1C N�/V .x/jujp�2u in W �1;p0

.B%/ for every % > 0, by applying
Lemma 8.4 with z� D B% \� and  h.x/ D 1 C �h.x/, it suffices to show that, for every
ı > 0, there exists % > 0 such that

lim sup
h

Z
�nB%

�
jDuhj

p
C V .x/juhj

p
�
< ı: (8.35)

Consider a cut-off function �% 2 C 1.RN / with 0 � �% � 1, �% D 0 on B%=2, �% D 1 on
RN n B% and jD�%j � a=% for some a > 0. By taking % large enough, we have

k[
iD1

yƒi \ supt.�%/ D ;: (8.36)

Let now � W R ! R be the map defined by

�.s/ WD

8̂<̂
:

0 if s < 0

NM s if 0 � s < R

NM R if s � R;

(8.37)

being R > 0 the constant defined in (8.10) and NM a positive number (which exists by the
growths (8.7) and (8.8)) such that

jjs.x; s; �/j � p NM j .x; s; �/ (8.38)

for every x 2 �, s 2 R and � 2 RN . Notice that, by combining (8.10) and (8.38), we
obtain

js.x; s; �/C p�0.s/j .x; s; �/ � 0 for every x 2 �, s 2 R and � 2 RN : (8.39)

By (8.36) it is easily proved that P 0
".uh/.�%uhe�.uh// D 0 for every h. Therefore, since

the sequence .�%uhe�.uh// is bounded in WV .�/, taking into account (8.39) and (8.19) we
obtain

o.1/ D J 0
".uh/.�%uhe�.uh//

D "p

Z
�

j�.x;uh;Duh/ � Duh�%e
�.uh/

C "p

Z
�

j�.x;uh;Duh/ � D�%uhe�.uh/

C "p

Z
�

�
js.x;uh;Duh/C p�0.uh/j .x;uh;Duh/

�
uh�%e

�.uh/

C

Z
�

V .x/juhj
p�%e

�.uh/ �

Z
�

g.x;uh/uh�%e
�.uh/

�

Z
�

�
p"pj .x;uh;Duh/C V .x/juhj

p
�
�%e

�.uh/
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C "p

Z
�

j�.x;uh;Duh/ � D�%uhe�.uh/ �

Z
�

g.x;uh/uh�%e
�.uh/

as h ! C1. Therefore, in view of (8.17) and (8.36), it results

o.1/ �

Z
�

�
p"p�jDuhj

p
C V .x/juhj

p
�
�%e

�.uh/

C "p

Z
�

j�.x;uh;Duh/ � D�%uhe�.uh/ �
1

�

Z
�

V .x/juhj
p�%e

�.uh/

as h ! C1 for % large enough. Since by (8.7) we haveˇ̌̌ Z
�

j�.x;uh;Duh/ � D�%uhe�.uh/
ˇ̌̌

�
C

%
kDuhk

p�1
p kuhkp �

zC

%
;

there exists a positive constant C 0 such that

lim sup
h

Z
�nB%

�
jDuhj

p
C V .x/juhj

p
�

�
C 0

%

which yields (8.35). The proof is now complete. �

8.2. Two consequences of the Pucci-Serrin identity. Let L W RN � R � RN ! R be
a function of class C 1 such that the function f� 7! L.x; s; �/g is strictly convex for every
.x; s/ 2 RN � R, and let ' 2 L1

loc.R
N /.

We now recall a Pucci-Serrin variational identity for locally Lipschitz continuous so-
lutions of a general class of Euler equations, recently obtained in [59]. Notice that the
classical identity [117] is not applicable here, since it requires the C 2 regularity of the
solutions while in our degenerate setting the maximal regularity is C

1;ˇ
loc (see [65, 142]).

Theorem 8.6. Let u W RN ! R be a locally Lipschitz solution of

� div
�
D�L.x;u;Du/

�
C DsL.x;u;Du/ D ' in D 0.RN /:

Then for every h 2 C 1
c .R

N ;RN /,

NX
i;jD1

Z
RN

Dih
j D�i L.x;u;Du/Dj u

�

Z
RN

�
.div h/L.x;u;Du/C h � DxL.x;u;Du/

�
D

Z
RN

.h � Du/' :

(8.40)

We want to derive two important consequences of the previous variational identity. In
the first we show that the Mountain-Pass value associated with a large class of elliptic
autonomous equations is the minimal among other nontrivial critical values.

Theorem 8.7. Let Nx 2 RN and assume that conditions (8.1), (8.5), (8.6), (8.7), (8.8),
(8.9), (8.10) hold. Then the equation

� div.j�. Nx;u;Du//C js. Nx;u;Du/C V . Nx/up�1
D f .u/ in RN (8.41)

admits a least energy solution u 2 W 1;p.RN /, that is

I Nx.u/ D inf
˚
I Nx.w/ W w 2 W 1;p.RN / n f0g is a solution of (8.41)

	
;

where I Nx is as in (8.20). Moreover, I Nx.u/ D c Nx , that is u is at the Mountain-Pass level.
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Proof. We divide the proof into two steps. Step I. Let u be any nontrivial solution of
(8.41), and let us prove that I Nx.u/ � c Nx . By the assumptions on V and f , it is readily seen
that there exist %0 > 0 and ı0 > 0 such that I Nx.v/ � ı0 for every v 2 W 1;p.RN / with
kvk1;p D %0. In particular I Nx has a Mountain-Pass geometry. As we will see, P Nx 6D ;, so
that c Nx is well defined. Let now u be a positive solution of (8.41) and consider the dilation
path

 .t/.x/ WD

(
u.x=t/ if t > 0

0 if t D 0:

Notice that k .t/k
p
1;p D tN �pkDuk

p
p C tN kuk

p
p for every t 2 RC, which implies that

the curve  belongs to C.RC;W 1;p.RN //. For the sake of simplicity, we consider the
continuous function H W RC ! R defined by

H.s/ D

Z s

0

h.t/ dt; where h.s/ D �V . Nx/sp�1
C f .s/:

For every t 2 RC it results that

I Nx. .t// D

Z
RN

j . Nx;  .t/;D .t// �

Z
RN

H. .t//

D tN �p

Z
RN

j . Nx;u;Du/ � tN

Z
RN

H.u/

which yields, for every t 2 RC

d

dt
I Nx. .t// D .N � p/tN �p�1

Z
RN

j . Nx;u;Du/ � N tN �1

Z
RN

H.u/: (8.42)

By virtue of (8.8) and (8.10), a standard argument yields u 2 L1
loc.R

N / (see [123, Theorem
1]); by the regularity results of [65, 142], it follows that u 2 C

1;ˇ
loc .R

N / for some 0 < ˇ <

1. Then, since f� 7! j .x; s; �/g is strictly convex, we can use Theorem 8.6 by choosing in
(8.40) ' D 0 and

L.s; �/ WD j . Nx; s; �/ � H.s/ for every s 2 RC and � 2 RN ;

h.x/ D hk.x/ WD T .
x

k
/x for every x 2 RN and k � 1;

(8.43)

being T 2 C 1
c .R

N / such that T .x/ D 1 if jxj � 1 and T .x/ D 0 if jxj � 2. In particular,
for every k we have that hk 2 C 1

c .R
N ;RN / and

Dih
j

k
.x/ D DiT .

x

k
/
xj

k
C T .

x

k
/ıij for every x 2 RN , i; j D 1; : : : ;N ,

.div hk/.x/ D DT .
x

k
/ �

x

k
C N T .

x

k
/ for every x 2 RN :

Then, since DxL.u;Du/ D 0, it follows by (8.40) that
nX

i;jD1

Z
RN

DiT .
x

k
/
xj

k
Dj uD�i L.u;Du/C

Z
RN

T .
x

k
/D�L.u;Du/ � Du

�

Z
RN

DT .
x

k
/ �

x

k
L.u;Du/ �

Z
RN

N T .
x

k
/L.u;Du/ D 0

for every k � 1. Since there exists C > 0 with

DiT .
x

k
/
xj

k
� C for every x 2 RN , k � 1 and i; j D 1; : : : ;N ,
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by the Dominated Convergence Theorem, letting k ! C1, we obtainZ
RN

h
N L.u;Du/ � D�L.u;Du/ � Du

i
D 0;

namely, by (8.43) and the p-homogeneity of f� 7! j .x; s; �/g,

.N � p/

Z
RN

j . Nx;u;Du/ D N

Z
RN

H.u/: (8.44)

In particular notice that
R

RN H.u/ > 0. By plugging this formula into (8.42), we obtain

d

dt
I Nx. .t// D N.1 � tp/tN �p�1

Z
RN

H.u/

which yields d
dt

I Nx. .t// > 0 for 0 < t < 1 and d
dt

I Nx. .t// < 0 for t > 1, namely

sup
t2Œ0;C1Œ

I Nx. .t// D I Nx. .1// D I Nx.u/:

Moreover, observe that  .0/ D 0 and I Nx. .T // < 0 for T > 0 sufficiently large. Then,
after a suitable scale change in t ,  2 P Nx and the assertion follows.

Step II Let us now prove that (8.41) has a nontrivial solution u 2 W 1;p.RN / such that
c Nx � I Nx.u/. Let .uh/ be a Palais-Smale sequence for I Nx at the level c Nx . Since .uh/ is
bounded in W 1;p.RN /, considering the test uhe�.uh/ with � as in (8.37), and recalling
(8.39), we have

pc Nx C o.1/ D pI Nx.uh/ � I 0
Nx.uh/Œuhe�.uh/�

D

Z
RN

p.1 � e�.uh//j . Nx;uh;Duh/C

Z
RN

.1 � e�.uh//V . Nx/juhj
p

�

Z
RN

�
p�0.uh/j . Nx;uh;Duh/C js. Nx;uh;Duh/

�
uhe�.uh/

�

Z
RN

pF.uh/C

Z
RN

f .uh/uhe�.uh/

� �

Z
RN

pF.uh/C

Z
RN

f .uh/uhe�.uh/

� C

Z
RN

juhj
p

C juhj
q

for some C > 0. By [98, Lemma I.1], we conclude that .uh/ may not vanish in Lp , that is
there exists xh 2 RN , R > 0 and � > 0 such that for h largeZ

xhCBR

juhj
p

� �: (8.45)

Let vh.x/ WD uh.xh C x/ and let u 2 W 1;p.RN / be such that vh * u weakly in
W 1;p.RN /. Since vh is a Palais-Smale sequence for I Nx at level c Nx , by Lemma 8.4, we
have that vh ! u strongly in W

1;p
loc .R

N /. By (8.45), we deduce that u is a nontrivial
solution of (8.41). Let ı > 0; we claim that there exists % > 0 such that

lim inf
h

Z
RN nB%

h
j . Nx; vh;Dvh/C

1

p
V . Nx/jvhj

p
� F.vh/

i
� �ı: (8.46)
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In fact, let % > 0, and let �% be a smooth function such that 0 � �% � 1, �% D 0 on B%�1,
�% D 1 on RN n B% and kD�%k1 � 2. Testing with �%vh, we get

hwh; �%vhi �

Z
B%nB%�1

�
j�. Nx; vh;Dvh/ � D.�%vh/

C js. Nx; vh;Dvh/�%vh C V . Nx/jvhj
p�% � f .vh/vh�%

�
D

Z
RN nB%

�
j�. Nx; vh;Dvh/ � D.�%vh/C js. Nx; vh;Dvh/�%vh

C V . Nx/jvhj
p�% � f .vh/vh�%

�
where wh ! 0 strongly in W �1;p0

.RN /. For the right hand side we haveZ
RN nB%

�
j�. Nx; vh;Dvh/ � D.�%vh/C js. Nx; vh;Dvh/�%vh

C V . Nx/jvhj
p�% � f .vh/vh�%

�
D

Z
RN nB%

�
pj . Nx; vh;Dvh/C js. Nx; vh;Dvh/vh C V . Nx/jvhj

p
� f .vh/vh

�
;

and by (8.9) we haveZ
RN nB%

�
pj . Nx; vh;Dvh/C js. Nx; vh;Dvh/vh C V . Nx/jvhj

p
� f .vh/vh

�
� .p C  /

Z
RN nB%

j . Nx; vh;Dvh/C

Z
RN nB%

V . Nx/jvhj
p

� f .vh/vh

D .p C  /

Z
RN nB%

�
j . Nx; vh;Dvh/C

1

p
V . Nx/jvhj

p
� F.vh/

�
�

p C 

p

Z
RN nB%

V . Nx/jvhj
p

C

Z
RN nB%

V . Nx/jvhj
p

C

Z
RN nB%

�
.p C  /F.vh/ � f .vh/vh

�
� .p C  /

Z
RN nB%

�
j . Nx; vh;Dvh/C

1

p
V . Nx/jvhj

p
� F.vh/

�
C

Z
RN nB%

�
.p C  /F.vh/ � #F.vh/

�
� .p C  /

Z
RN nB%

�
j . Nx; vh;Dvh/C

1

p
V . Nx/jvhj

p
� F.vh/

�
:

We conclude that

.p C  /

Z
RN nB%

�
j . Nx; vh;Dvh/C

1

p
V . Nx/jvhj

p
� F.vh/

�
� hwh; �%vhi �

Z
B%nB%�1

�
j�. Nx; vh;Dvh/ � D.�%vh/C js. Nx; vh;Dvh/�%vh

C V . Nx/jvhj
p�% � f .vh/vh�%

�
:

Since by Lemma 8.4 we have vh ! u strongly in W 1;p.B%/, we get

lim
h

Z
B%nB%�1

�
j�. Nx; vh;Dvh/ � D.�%vh/C js. Nx; vh;Dvh/�%vh
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C V . Nx/jvhj
p�% � f .vh/vh�%

�
D

Z
B%nB%�1

�
j�. Nx;u;Du/ � D.�%u/C js. Nx;u;Du/�%u C V . Nx/juj

p�% � f .u/u�%
�
;

and so we deduce that for every ı > 0 there exists N% > 0 such that for all % > N% we have

lim inf
h

Z
RN nB%

�
j . Nx; vh;Dvh/C

1

p
V . Nx/jvhj

p
� F.vh/

�
� �ı:

Furthermore we have

lim
h

Z
B%

�
j . Nx; vh;Dvh/C

1

p
V . Nx/jvhj

p
� F.vh/

�
D I Nx.u;B%/;

where

I Nx.u;B%/ WD

Z
B%

�
j . Nx;u;Du/C

1

p
V . Nx/juj

p
� F.u/

�
;

and so we conclude that for all % > N%

c Nx � I Nx.u;B%/ � ı:

Letting % ! C1 and since ı is arbitrary, we get c Nx � I Nx.u/, and the proof is complete.
�

The second result can be considered as an extension (also with a different proof) of [63,
Lemma 2.3] to a general class of elliptic equations. Again we stress that, in this degenerate
setting, Theorem 8.6 plays an important role.

Lemma 8.8. Let u 2 W 1;p.RN / be a positive solution of the equation

� div.j�. Nx;u;Du//C js. Nx;u;Du/C V . Nx/up�1

D 1fx1<0g.x/f .u/C 1fx1>0g.x/ zf .u/ in RN :
(8.47)

Then u is actually a solution of the equation

� div.j�. Nx;u;Du//C js. Nx;u;Du/C V . Nx/up�1
D f .u/ in RN : (8.48)

Proof. Let us first show that u.x/ � ` on the set fx1 D 0g. As in the proof of Theorem 8.7
it follows that u 2 C

1;ˇ
loc .R

N / for some 0 < ˇ < 1. Then we can apply again Theorem 8.6
by choosing this time in (8.40):

L.s; �/ WD j . Nx; s; �/C
V . Nx/

p
sp for every s 2 RC and � 2 RN ;

'.x/ WD 1fx1<0g.x/f .u.x//C 1fx1>0g.x/ zf .u.x// for every x 2 RN ;

h.x/ D hk.x/ WD

�
T .

x

k
/; 0; : : : ; 0

�
for every x 2 RN and k � 1

being T 2 C 1
c .R

N / such that T .x/ D 1 if jxj � 1 and T .x/ D 0 if jxj � 2. Then
hk 2 C 1

c .R
N ;RN / and, taking into account that DxL.u;Du/ D 0, we haveZ

RN

h 1

k

NX
iD1

DiT .
x

k
/D1uD�i L.u;Du/ � D1T .

x

k
/
1

k
L.u;Du/

i
D

Z
RN

T .
x

k
/'.x/D1u
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for every k � 1. Again by the Dominated Convergence Theorem, letting k ! C1, it
follows

R
RN '.x/Dx1

u D 0, that is, after integration by parts,Z
RN �1

h
F.u.0;x0// � zF .u.0;x0//

i
dx0

D 0:

Taking into account that F.s/ � zF .s/ with equality only if s � `, we get

u.0;x0/ � ` for every x0
2 RN �1: (8.49)

To prove that actually

u.x1;x
0/ � ` for every x1 > 0 and x0

2 RN �1; (8.50)

let us test equation (8.47) with the function

�.x/ D

(
0 if x1 < 0

.u.x1;x
0/ � `/Ce�.u.x1;x

0// if x1 > 0;

where � W RC ! R is the map defined in (8.37). Notice that, in view of (8.49), the function
� belongs to W 1;p.RN /. After some computations, one obtainsZ

fx1>0g

pj . Nx;u;D.u � `/C/e�.u/

C

Z
fx1>0g

�
js. Nx;u;Du/C p�0.u/j . Nx;u;Du/

�
.u � `/Ce�.u/

C

Z
fx1>0g

h
V . Nx/ �

˛

�

i
up�1.u � `/Ce�.u/ D 0:

(8.51)

By (8.1) and (8.39) all the terms in (8.51) must be equal to zero. We conclude that .u �

`/C D 0 on fx1 > 0g, namely (8.50) holds. In particular '.x/ D f .u.x// for every
x 2 RN , so that u is a solution of (8.48). �

8.3. Energy estimates. Let d";i be the Mountain-Pass critical value which corresponds to
the functional J";i defined in (8.24). More precisely,

d";i WD inf
i 2�i

sup
t2Œ0;1�

J";i.i.t// (8.52)

where
�i WD

˚
i 2 C.Œ0; 1�;W 1;p.yƒi// W i.0/ D 0; J";i.i.1// < 0

	
:

Then the following result holds.

Lemma 8.9. For i D 1; : : : ; k, we have

lim
"!0C

"�N d";i D ci :

Proof. The inequality
d";i � "N ci C o."N / (8.53)

can be easily derived (see the first part of the proof of Lemma 8.10). Let us prove the
opposite inequality, which is harder. To this aim, we divide the proof into two steps.
Step I. Letw" be a Mountain-Pass critical point for J";i . We havew" � 0, and by regularity
results w" 2 L1.yƒi/ \ C

1;˛
loc .

yƒi/. Let us define

M" WD sup
x2 yƒi

w".x/ < C1;
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and for all ı > 0 define the set

Uı WD
˚
x 2 yƒi W w".x/ > M" � ı

	
:

We may use the following nontrivial test for the equation satisfied by w"

'ı WD Œw" � .M" � ı/�Ce�.w"/;

where the map � W RC ! R is defined as in (8.37). We have

D'ı D e�.w"/Dw"1Uı
C 'ı�

0.w"/Dw";

and so we obtain

"p

Z
Uı

pj .x; w";Dw"/e
�.w"/ C "p

Z
Uı

�
p�0.w"/j .x; w";Dw"/C js.x; w";Dw"/

�
'ı

D

Z
Uı

h
�V .x/wp�1

" C g.x; w"/
i
'ı:

Then, by (8.39), it resultsZ
Uı

h
�V .x/wp�1

" C g.x; w"/
i
'ı � "p

Z
Uı

pj .x; w";Dw"/e
�.w"/ > 0: (8.54)

Suppose that Uı \ƒi D ; for some ı > 0; we have that g.x; w"/ D zf .w"/ on Uı , so thatZ
Uı

h
�V .x/wp�1

" C zf .w"/
i
'ı > 0: (8.55)

On the other hand, we note that by construction zf .w"/ �
1
k

V .x/w
p�1
" with strict inequal-

ity on an open subset of Uı . We deduce that (8.55) cannot hold, and so Uı\ƒi 6D ; for all
ı. Sinceƒi is compact, we conclude that w" admits a maximum point x" inƒi . Moreover,
we have w".x"/ � `, where ` is as in (8.14), since otherwise (8.54) cannot hold.

Let us now consider the functions v".y/ WD w".x" C "y/ and let "j ! 0. We have that,
up to a subsequence, x"j ! Nx 2 ƒi . Since w" is a Mountain-Pass critical point of J";i ,
arguing as in Step I of Lemma 8.5 there exists C > 0 such thatZ

RN

�
"p

jDw"j
p

C V .x/jw"j
p

�
� Cd";i ;

which, by (8.53) implies, up to subsequences, v"j * v weakly in W 1;p.RN /. We now
prove that v ¤ 0. Let us set

dj .y/ WD

8<:V .x"j C "j y/ �
g.x"j

C"j y;v"j
.y//

v
p�1
"j

.y/
if v"j .y/ ¤ 0

0 if v"j .y/ D 0;

A.y; s; �/ WD j�.x"j C "j y; s; �/;

B.y; s; �/ WD dj .y/s
p�1;

C.y; s/ WD js.x"j C "j y; s;Dv"j .y//

for every y 2 RN , s 2 RC and � 2 RN . Taking into account the growth of condition on
j� , the strict convexity of j in � and condition (8.8), we get

A.y; s; �/ � � � �j�jp; jA.y; s; �/j � c2j�jp�1; jB.y; s; �/j � jdj .y/jjsj
p�1:

Moreover, by condition (8.10) we have

s � R ) C.y; s/ � 0
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for every y 2 RN and s 2 RC. By the growth of conditions on g, we have that for ı
sufficiently small dj 2 L

N
p�ı .B2%/ for every % > 0 and

S D sup
j

kdj k
L

N
p�ı .B2%/

� D
�
1 C sup

j2N
kv"j kLp�

.B2%/

�
< C1

for some D D D% > 0. Since we have div.A.y; v"j ;Dv"j // D B.y; v"j ;Dv"j / C

C.y; v"j / for every j 2 N, by virtue of [123, Theorem 1 and Remark at p.261] there
exists a radius % > 0 and a positive constant M D M.�; c2;S%

ı/ such that

sup
j2N

max
y2B%

jv"j .y/j � M.2%/�N=p sup
j2N

kv"j kLp.B2%/ < C1

so that .v"j / is uniformly bounded in B%. Then, by [123, Theorem 8], up to a sub-
sequence .v"j / converges uniformly to v in a small neighborhood of zero. This yields
v.0/ D limj v"j .0/ D limj w"j .x"j / � `.

Up to a rotations and translation, it is easily seen that v is a positive solution of

� div.j�. Nx; v;Dv//C js. Nx; v;Dv/C V . Nx/vp�1
D 1fx1<0gf .v/C 1fx1>0g

zf .v/:

By Lemma 8.8 it follows that v is actually a nontrivial solution of

� div.j�. Nx; v;Dv//C js. Nx; v;Dv/C V . Nx/vp�1
D f .v/:

Then, by Theorem 8.7 and (8.23), we have I Nx.v/ D c Nx � ci . To conclude the proof, it is
sufficient to prove that

lim inf
j

"�N
j d"j ;i D lim inf

j
"�N
j J"j ;i.w"j / � I Nx.v/: (8.56)

Step II. We prove (8.56). It results

"�N
j J"j ;i.w"j / D

Z
yƒ"j

;i

j .x"j C "j y; v"j ;Dv"j /

C
1

p

Z
yƒ"j ;i

V .x"j C "j y/vp
"j

�

Z
yƒ"j ;i

G.x"j C "j y; v"j /

where yƒ"j ;i D fy 2 RN W x"j C "j y 2 yƒig. By Lemma 8.4, we have v"j ! v strongly
in W

1;p
loc .R

N /. Following the same computations of Theorem 8.7, Step II, we deduce that
for all ı > 0 there exists N% > 0 such that for all % > N% we have

lim inf
j

Z
yƒ"j ;i nB%

h
j .x"j C"j y; v"j ;Dv"j /C

1

p
V .x"j C"j y/vp

"j
�G.x"j C"j y; v"j /

i
� �ı:

Furthermore,

lim
j

Z
B%

�
j .x"j C "j y; v"j ;Dv"j /C

1

p
V .x"j C "j y/vp

"j
� G.x"j C "j y; v"j /

�
D I Nx.v;B%/;

where

I Nx.v;B%/ WD

Z
B%

�
j . Nx; v;Dv/C

1

p
V . Nx/vp

� F.v/
�
:

We conclude that for all % > N%

lim inf
j

"�N
j J"j ;i.w"j / � I Nx.v;B%/ � ı;

and (8.56) follows letting % ! C1 and ı ! 0. �
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Let us now consider the class

�" WD
˚
 2 C.Œ0; 1�k ;WV .�// W  satisfies conditions .a/, .b/, .c/, .d/

	
;

where:
.a/  .t/ D

Pk
iD1 i.ti/ for every t 2 @Œ0; 1�k , with i 2 C.Œ0; 1�;WV .�// ;

.b/ supt.i.ti// � ƒi for every ti 2 Œ0; 1� and i D 1; : : : ; k ;

.c/ i.0/ D 0 and J".i.1// < 0 for every i D 1; : : : ; k ;
.d/ "�N E". .t// �

Pk
iD1 ci C � for every t 2 @Œ0; 1�k ,

where 0 < � < 1
2

minfci W i D 1; : : : ; kg. We set

c" WD inf
2�"

sup
t2Œ0;1�k

E". .t//: (8.57)

Lemma 8.10. For " small enough �" 6D ; and

lim
"!0C

"�N c" D

kX
iD1

ci : (8.58)

Proof. Firstly, let us prove that for " small �" 6D ; and

c" � "N

kX
iD1

ci C o."N /: (8.59)

By definition of ci , for all ı > 0 there exists i 2 Pi with

ci � max
�2Œ0;1�

Ixi
.i.�// � ci C

ı

2k
(8.60)

where the xis are as in (8.2) and

Pi WD
˚
i 2 C.Œ0; 1�;W 1;p.RN // W i.0/ D 0; Ixi

.i.1// < 0
	
:

We choose ı so that ı < minf�; k�ig. Let us set

yi.�/.x/ D �i.x/i.�/
�x � xi

"

�
for every � 2 Œ0; 1� and x 2 �;

where �i 2 C 1
c .RN /, 0 � �i � 1, supp �i � ƒi , and xi 2 int.f�i D 1g/. We have

J".yi.�// D

Z
�

"pj .x; yi.�/;D yi.�//C
1

p

Z
�

V .x/jyi.�/j
p

�

Z
�

G.x; yi.�//: (8.61)

Since it results

D yi.�/ D D�i.x/i.�/
�x � xi

"

�
C

1

"
�i.x/Di.�/

�x � xi

"

�
;

and for all �1; �2 2 RN there exists t 2 Œ0; 1� with

j .x; s; �1 C �2/ D j .x; s; �2/C j�.x; s; t�1 C �2/ � �1;

taking into account the p-homogeneity of j , the term

"p

Z
�

j .x; yi.�/;D yi.�//

has the same behavior ofZ
�

j
�
x; �i.x/i.�/

�x � xi

"

�
; �i.x/Di

�x � xi

"

��
(8.62)
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up to an error given by

"p

Z
�

j�.x; s.x/; t.x/�1.x/C �2.x// � �1.x/; (8.63)

where we have set

s.x/ WD yi.�/.x/;

�1.x/ WD D�i.x/i.�/
�x � xi

"

�
;

�2.x/ WD
1

"
�i.x/Di.�/

�x � xi

"

�
;

and t.x/ is a function with 0 � t.x/ � 1 for every x 2 �. We proceed in the estimation
of (8.63). We obtain

"p
ˇ̌̌ Z
�

j�.x; s.x/; t.x/�1.x/C �2.x// � �1.x/
ˇ̌̌

� zc2"
p

Z
�

j�1.x/j
p

C zc2"
p

Z
�

j�2.x/j
p�1

j�1.x/j:

Making the change of variable y D
x�xi

"
, we obtain

"p
ˇ̌̌ Z
�

j�.x; s.x/; t.x/�1.x/C �2.x// � �1.x/
ˇ̌̌

� zc2"
pCN

Z
RN

jD�i.xi C "y/jpji.�/.y/j
p

C zc2"
N C1

Z
RN

j�i.xi C "y/jp�1
jDi.�/.y/j

p�1
jD�i.xi C "y/jji.�/.y/j

D o."N /

where o."N / is independent of � , since i has compact values in W 1;p.RN /. Changing
the variable also in (8.62) yieldsZ

�

j
�
x; �i.x/i.�/

�x � xi

"

�
; �i.x/Di.�/

�x � xi

"

��
D "N

Z
RN

j .xi C "y; �i.xi C "y/i.�/.y/; �i.xi C "y/Di.�/.y//:

By the Dominated Convergence Theorem we get

lim
"!0

Z
RN

j .xi C "y; �i.xi C "y/i.�/.y/; �i.xi C "y/Di.�/.y//

D

Z
RN

j .xi ; i.�/.y/;Di.�/.y//

uniformly with respect to � . Reasoning in a similar fashion for the other terms in (8.61),
we conclude that for " small enough

J".yi.�// D "N Ixi
.i.�//C o."N / (8.64)

for every � 2 Œ0; 1� with o."N / independent of � . Let us now set

0.�1; : : : ; �k/ WD

kX
iD1

yi.�i/:
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Since supp yi.�/ � ƒi for every � , we have that J";i.yi.�// D J".yi.�//; then, by the
choice of ı, we get for " small

ŒJ";i.yi.�//C�
1
2 � "

N
2 .ci C �i/

1
2 D ŒJ".yi.�//C�

1
2 � "

N
2 .ci C �i/

1
2

D "
N
2 ŒIxi

.i.�//C o.1/�
1
2 � "

N
2 .ci C �i/

1
2

� "
N
2

�
ci C

ı

2k
C o.1/

� 1
2 � "

N
2 .ci C �i/

1
2 � 0;

and

E".0.�1; : : : ; �k// D J".0.�1; : : : ; �k// D

kX
iD1

J".yi.�i//:

By (8.60) and (8.64) we obtain that for " small enough

E".0.�// � "N

kX
iD1

�
ci C

ı

2k

�
� "N

� kX
iD1

ci C �
�

so that the class �" is not empty. Moreover, we have

lim sup
"!0C

c"

"N
�

kX
iD1

ci C ı

and, by the arbitrariness of ı, we have conclude that (8.59) holds. Let us now prove that

c" � "N

kX
iD1

ci C o."N /: (8.65)

Given  2 �", by a variant of [51, Proposition 3.4] there exists Nt 2 Œ0; 1�k such that

J";i. .Nt// � d";i

for all i D 1; : : : ; k, where the d";is are as in (8.52). Then we have by Lemma 8.9

sup
t2Œ0;1�k

J". .t// � sup
t2Œ0;1�k

kX
iD1

J";i. .t// �

kX
iD1

d";i D "N

kX
iD1

ci C o."N /;

which implies the assertion. �

Corollary 8.11. For every " > 0 there exists a critical point u" 2 WV .�/ of the functional
E" such that c" D E".u"/. Moreover ku"kWV

! 0 as " ! 0.

Proof. By Lemma 8.5 it results that E" satisfies the Palais-Smale condition for every c 2 R

(see Definition 2.15). Then, by Lemma 8.10, for every " > 0 the (non-smooth) Mountain-
Pass Theorem (see [50]) for the class �" provides the desired critical point u" of E". To
prove the second assertion we may argue as in Step I of Lemma 8.5 with uh replaced by
u" and c replaced by E".u"/. Thus, from inequality (8.34), for every " > 0 we getZ

�

�
jDu"j

p
C V .x/ju"j

p
�

�
#E".u"/C d"N

min
n
.# �  � p/ �"p; #

p
�

#
2�

� 1
o : (8.66)

By virtue of Lemma 8.10, this yieldsZ
�

�
jDu"j

p
C V .x/ju"j

p
�

�

�
#.c1 C � � � C ck/C d

.# �  � p/�

�
"N �p

C o."N �p/;

as " ! 0, which implies the assertion. �
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Let us now set

�" WD
˚
y 2 RN

W "y 2 �
	
; v".y/ WD u"."y/ 2 W 1;p.�"/;

yƒ";i WD
˚
y 2 RN

W "y 2 yƒi

	
; ƒ" WD

˚
y 2 RN

W "y 2 ƒ
	
:

Lemma 8.12. The function v" is a solution of the equation

� div
�
.1 C �"."y//j�."y; v;Dv/

�
C .1 C �"."y//js."y; v;Dv/

C .1 C �"."y//V ."y/v
p�1

D .1 C �"."y//g."y; v/ in �";

(8.67)

where for every " > 0

�".x/ WD

kX
iD1

�";i1 yƒi
.x/; �";i 2 Œ0;M �;

�";i WD M
�
.J";i.u"/C/

1=2
� "N=2.ci C �i/

1=2
�

C
.J";i.u"/C/

�1=2:

(8.68)

Proof. It suffices to expand E0
".u"/.'/ D 0 for every ' 2 C 1

c .�/. �

Corollary 8.13. The sequence .v"/ is bounded in W 1;p.RN /.

Proof. It suffices to combine Lemma 8.10 with the inequalityZ
RN

�
jDv"j

p
C V .x/jv"j

p
�

�
#"�N c" C d

min
˚
.# �  � p/ �; #

p
�

#
2�

� 1
	

which follows by (8.66). �

The following lemma “kills” the second penalization term of E".

Lemma 8.14. For i D 1; : : : ; k, we have

lim
"!0

"�N J";i.u"/ D ci : (8.69)

Proof. Let us first prove that, as % ! C1,

lim sup
"!0C

Z
�"nN%.ƒ"/

�
jDv"j

p
C jv"j

p
�

D o.1/; (8.70)

where N%.ƒ"/ WD fy 2 RN W dist.y; ƒ"/ < %g. We can test equation (8.67) with
 ";%v"e

�.v"/, where  ";% D 1 �
Pk

iD1  
i
";%,  i

";% 2 C 1.RN /,

 i
";% D

(
1 if dist.y; ƒ";i/ < %=2;
0 if dist.y; ƒ";i/ > %

and the function � is defined as in (8.37). By virtue of (8.1), (8.7), the boundedness of .v"/
in W 1;p.RN / and (8.39) there exist C;C 0 > 0 such that

C

Z
�"nN%.ƒ"/

�
jDv"j

p
C jv"j

p
�

�

Z
�"nƒ"

.1 C �"."y//
�
pj ."y; v";Dv"/C

˚
V ."y/ �

zf .v"/

v
p�1
"

	
vp
"

�
 ";%e

�.v"/

D �

Z
�"nƒ"

.1 C �"."y//
�
js."y; v";Dv"/C p�0.v"/j ."y; v";Dv"/

�
v" ";%e

�.v"/
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�

Z
�"nƒ"

.1 C �"."y//j�."y; v";Dv"/ � D ";%v"e
�.v"/

� 2e
NM R

Z
�"nƒ"

jD ";%jjj�."y; v";Dv"/jv" �

zC

%
kDv"k

p�1
p kv"kp �

C 0

%
;

which implies (8.70). Now, to prove (8.69), we adapt the argument of [63, Lemma 2.1] to
our context. It is sufficient to prove that

lim
"!0

"�N J";i.u"/ � ci C �i (8.71)

for every i D 1; : : : ; k. Then (8.69) follows by arguing exactly as in [63, Lemma 2.4]. By
contradiction, let us suppose that for some "j ! 0 we have

lim sup
j

"�N
j J"j ;i.u"j / > ci C �i : (8.72)

Then there exists � > 0 withZ
yƒ"j ;i

�
jDv"j j

p
C jv"j j

p
�

� �;

and so by (8.70) there exists % > 0 such that for j large enoughZ
N%.ƒ"j ;i /

�
jDv"j j

p
C jv"j j

p
�

�
�

2
:

Following [63, Lemma 2.1], P.L. Lions’ concentration compactness argument [98] yields
the existence of S > 0, � > 0 and a sequence yj 2 ƒ"j ;i such that for j large enoughZ

BS .yj /

vp
"j

� �: (8.73)

Let us set vj .y/ WD v"j .yj C y/, and let "j yj ! Nx 2 ƒi . By Corollary 8.13, we may
assume that vj weakly converges to some v in W 1;p.RN /. By Lemma 8.4, we have that
vj ! v strongly in W

1;p
loc .R

N /; note that v 6D 0 by (8.73). In the case dist.yj ; @ƒ"j ;i/ !

C1, since vj satisfies in �yj Cƒ"j ;i the equation

� div.j�."j yj C"j y; vj ;Dvj //Cjs."j yj C"j y; vj ;Dvj /CV ."j yj C"j y/vp�1
D f .vj /;

v satisfies on RN the equation

� div.j�. Nx; v;Dv//C js. Nx; v;Dv/C V . Nx/vp�1
D f .v/: (8.74)

If dist.yj ; @ƒ"j ;i/ � C < C1, we deduce that v satisfies an equation of the form (8.47),
and by Lemma 8.8, we conclude that v satisfies equation (8.74). Since v is a nontrivial
critical point for I Nx , by (8.11) and Theorem 8.7, recalling that ci � c Nx � ci C �i , we get
ci � I Nx.v/ � ci C �i . Then we can find a sequence Rj ! C1 such that

lim
j

Z
BRj

.yj /

j ."j y; v"j ;Dv"j /C
1

p
V ."j y/jv"j j

p
� G."j y; v"j / D I Nx.v/ � ci C �i :

Then by (8.72) we deduce that for j large enoughZ
yƒ"j ;i nBRj

.yj /

�
jDv"j j

p
C jv"j j

p
�

� � > 0:
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Reasoning as above, there exist zS ; z� > 0 and a sequence zyj 2 ƒ"j ;i n BRj
.yj / such thatZ

B zS
.zyj /

vp
"j

� z� > 0: (8.75)

Let "j zyj ! zx 2 ƒi ; then we have zvj .y/ WD v"j .zyj C y/ ! zv weakly in W 1;p.RN /,
where zv is a nontrivial solution of the equation

� div.j�.zx; v;Dv//C js.zx; v;Dv/C V .zx/vp�1
D f .v/:

As before we get Izx.zv/ � ci . We are now in a position to deduce that

lim inf
j

"�N
j J"j ;i.u"/ > I Nx.v/C Izx.zv/ � 2ci :

In fact, v"j satisfies in yƒ"j ;i the equation

� div.j�."j y; v"j ;Dv"j //C js."j y; v"j ;Dv"j /C V ."j y/vp�1
"j

D g."j y; v"j /: (8.76)

Since yj ; zyj 2 ƒ"j ;i , for j large enough Bj ;R WD B.yj ;R/ [ B.zyj ;R/ � yƒ"j ;i , and so
we can test (8.76) with

'.y/ D

�
 

� jy � yj j

R

�
C  

� jy � zyj j

R

�
� 1

�
v"j .y/

where  2 C 1.R/ with 0 �  � 1,  .s/ D 0 for s � 1 and  .s/ D 1 for s � 2.
Reasoning as in Lemma 8.9, we have that for all ı > 0 there exists NR such that for all
R > NR we haveZ

yƒ"j ;i nBj ;R

�
j ."j y; v"j ;Dv"j /C

1

p
V ."j y/jv"j j

p
� G."j y; v"j /

�
� �ı

so that

lim inf
j

"�N
j J"j ;i.u"j / � I Nx.v;BR/C Izx.zv;BR/ � ı:

Letting R ! C1 and ı ! 0, we get

lim inf
j

"�N
j J"j ;i.u"j / > 2ci : (8.77)

The same arguments apply to the functional J": we have that

lim inf
j

"�N
j J"j .u"j / � 2ci : (8.78)

Then by combining (8.77) and (8.78) we obtain

lim inf
j

"�N
j E"j .u"j / � 2ci C M

h
.2ci/

1=2
� .ci C �i/

1=2
i2

C
:

By Lemma 8.10, we have

M
h
.2ci/

1=2
� .ci C �i/

1=2
i2

C
�

kX
iD1

ci ;

against the choice of M . �
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8.4. Proofs of the main results. We are now ready to prove the main results of the section.

Proof of Theorem 8.2. Let us consider the sequence .u"/ of critical points of E" given by
Corollary 8.11. We have that ku"kWV

! 0. Since u" satisfies

� div
�
.1 C �".x//j�.x; v;Dv/

�
C .1 C �".x//js.x; v;Dv/C .1 C �".x//V .x/v

p�1

D .1 C �".x//g.x; v/ in �;

with �" defined as in (8.68), by the regularity results of [91] u" is locally Hölder continuous
in �. We claim that there exists � > 0 such that

u".x";i/ D sup
ƒi

u" > � > 0 (8.79)

for every " sufficiently small and i D 1; : : : ; k: moreover

lim
"!0

dist.x";i ;Mi/ D 0 (8.80)

for i D 1; : : : ; k, where the Mis are the sets of minima of V in ƒi . In fact, let us assume
that there exists i0 2 f1; : : : ; kg such that u".x";i0

/ ! 0 as " ! 0. Therefore, u" ! 0

uniformly on ƒi0
as " ! 0, which implies that

sup
y2ƒ";i0

v".y/ ! 0 as " ! 0; (8.81)

where v".y/ WD u"."y/. On the other hand, since by (8.69) we have

lim
"!0

"�N J";i0
.u"/ D ci0

> 0;

considering zƒi0
relatively compact in ƒi0

, following the proof of Lemma 8.14, we find
S > 0 and % > 0 such that

sup
y2 zƒ";i0

Z
BS .y/

vp
" � %

for every " 2 .0; "0/, which contradicts (8.81). We conclude that (8.79) holds. To prove
(8.80), it is sufficient to prove that

lim
"!0

V .x";i/ D min
ƒi

V

for every i D 1; : : : ; k. Assume by contradiction that for some i0

lim
"!0

V .x";i0
/ > min

ƒi0

V D bi0
:

Then, up to a subsequence, x"j ;i0
! xi0

2 ƒi0
and V .xi0

/ > bi0
. Then, arguing as in the

proof of Lemma 8.14 and using Theorem 8.7, we would get

lim inf
j

"j
�N J"j ;i0

.u"j / � Ixi0
.v/ D cxi0

> ci0

which is impossible, in view of (8.69).
We now prove that

lim
"!0

u" D 0 uniformly on � n

k[
iD1

int.ƒi/: (8.82)

Let us first prove that
lim
"!0

sup
@ƒi

u" D 0 for i D 1; : : : ; k:
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By contradiction, let i0 2 f1; : : : ; kg and � > 0 with u"j .xj / � � for .xj / � @ƒi0
. Up

to a subsequence, xj ! x0 2 @ƒi0
. Therefore, taking into account Lemma 8.8 and the

local regularity estimates of [123] (see also the end of Step I of Lemma 8.9), the sequence
vj .y/ WD u"j .xj C "j y/ converges weakly to a nontrivial solution v 2 W 1;p.RN / of

� div.j�.x0; v;Dv//C js.x0; v;Dv/C V .x0/v
p�1

D f .v/ in RN :

As V .x0/ > V .xi0
/, we have

lim inf
j

"�N
j J"j ;i0

.u"j / � Ix0
.v/ > ci0

;

which violates (8.69). Testing the equation with

.u" � max
i

sup
@ƒi

u"/
C1�nƒe�.u"/;

as in Lemma 8.8, this yields that u".x/ � maxi sup@ƒi
u" for every x 2 � n ƒ, so that

(8.82) holds.
By Proposition 8.3, u" is actually a solution of the original problem (8.13) because the

penalization terms are neutralized by the facts J";i.u"/ < ci C �i and u" < ` on � nƒ for
" small. By regularity results, it follows u" 2 C

1;ˇ
loc .�/, and so point .a/ is proved. Taking

into account (8.79) and (8.82), we get that u" has a maximum Nx" 2 � which coincides
with one of the x";is. Considering Nv".y/ WD u".x";i C "y/, since Nv" is uniformly bounded
in W

1;p
loc .R

N /, by the local regularity estimates [123], there exists � 0 with

u".x";i/ � � 0

for all i D 1; : : : ; k. In view of (8.79), (8.80) and Corollary 8.11, we conclude that points
.b/ and .d/ are proved. Let us now come to point .c/. Let us assume by contradiction that
there exists Nr , ı, i0 and "j ! 0 such that there exists yj 2 ƒi0

n B Nr .x"j ;i0
/ with

lim sup
j

u"j .yj / � ı:

We may assume that yj ! Ny, x"j ;i0
! Nx, and Nvj .y/ WD u"j .yj C "j y/ ! Nv, vj .y/ WD

u"j .x"j ;i0
C "j y/ ! v strongly in W

1;p
loc .R

N /: then, arguing as in Lemma 8.14, it turns
out that

lim inf
j

"�N
j J"j ;i0

.u"j / � I Nx.v/C I Ny. Nv/ � 2ci0

which is against (8.69). We conclude that point .c/ holds, and the proof is concluded. �

Proof of Theorem 8.1. If 1 < p � 2 and p < q < p�, the equation

��pu C V . Nx/up�1
D uq�1 in RN (8.83)

admits a unique positive C 1 solution (up to translations). Indeed, a solution u 2 C 1.RN /

of (8.83) exists by Theorem 8.7. By [94, Theorem 1] we have u.x/ ! 0 as jxj ! 1.
Moreover, by [55, Theorem 1.1], the solution u is radially symmetric about some point
x0 2 RN and radially decreasing. Then u is a radial ground state solution of (8.83).
By [124, Theorem 1], u is unique (up to translations). Then (8.11) is satisfied and the
assertions follow by Theorem 8.2 applied to the functions j .x; s; �/ D

1
p

j�jp and f .s/ D

sq�1. �
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9. NONEXISTENCE RESULTS

Some parts in this section have been slightly modified to give this collection a more
uniform appearance. We refer the reader to source in [59].

9.1. A general Pucci-Serrin type identity. In 1965 Pohozǎev discovered a very impor-
tant identity for solutions of the problem

�u C g.u/ D 0 in �

u D 0 on @�:

This variational identity enabled him to show that the above problem has no nontrivial
solution provided that � is a bounded star-shaped domain of Rn and g satisfies

8s 2 R W s 6D 0 ) .n � 2/sg.s/ � 2nG.s/ > 0

where G is the primitive of g with G.0/ D 0.
Let � be a bounded open subset of Rn with smooth boundary and outer normal �.

Assume that L is a function of class C 1 on � � R � Rn with L.x; 0; 0/ D 0 and that the
vector valued function

r�L.x; s; �/ D

�
@L

@�1

.x; s; �/; � � � ;
@L

@�n

.x; s; �/

�
is of class C 1 in � � R � Rn. Moreover, let G be a continuous function in � � R � Rn.
Consider the problem

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D G .x;u;ru/ in �

u D 0 on @�:
(9.1)

Let us recall the celebrated identity proved by Pucci and Serrin [117].

Theorem 9.1. Assume that u 2 C 2.�/ \ C 1.�/ is a solution of (9.1). ThenZ
@�

�
L.x; 0;ru/ � r�L.x; 0;ru/ � ru

�
h � � dH n�1

D

Z
�

�
L.x;u;ru/ div h C h � rxL.x;u;ru/

�
dx

�

nX
i;jD1

Z
�

�
Dj uDihj C uDia

�
D�i L.x;u;ru/ dx

�

Z
�

a
�
r�L.x;u;ru/ � ru C uDsL.x;u;ru/

�
dx

C

Z
�

�
h � ru C au

�
G .x;u;ru/ dx

(9.2)

for each a 2 C 1.�/ and h 2 C 1.�;Rn/.

Remark 9.2. Identity (9.2) follows by testing the equation with h � ru C au. More gen-
erally, it is satisfied by solutions u 2 C 1.�/ \ W

2;2
loc
.�/.

Theorem 9.1 generalizes a well-known identity of Pohožaev [116] which has turned out
to be a powerful tool in proving non-existence of solutions of problem (9.1). On the other
hand, in some cases the requirement that u is of class C 2.�/ seems too restrictive, while
C 1.�/ is not (cf. [142]). See e.g. problems in which the p-Laplacian operator is involved
[82].
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The aim of this section is to remove the C 2.�/ assumption on u, by imposing the strict
convexity of L.x; s; �/. The main result is the following:

Theorem 9.3. Assume that u 2 C 1.�/ is a solution of (9.1) and that the map

� 7! L.x; s; �/

is strictly convex for each .x; s/ 2 � � R. Then (9.2) holds for all a 2 C 1.�/, h 2

C 1.�;Rn/.

Let us observe that the strict convexity of L.x; s; �/ is indeed usually assumed in the
applications and it is also natural if one expects the solution u to be of class C 1.�/. In
some particular situations (see Section 9.3), we are also able to assume only the convexity
of L.x; s; �/. This is the case, for instance, if one takes

L.x; s; �/ D ˛.x; s/ˇ.�/C  .x; s/:

Note that if the test functions a and h have compact support in�, we obtain the variational
identity also when u is only locally Lipschitz in �. This seems to be useful in particular
when L.x; s; �/ is merely convex, as a C 1 regularity of u cannot be expected.

Finally, we refer the reader to [117] for various applications of the previous result to
non-existence theorems.

9.2. The approximation argument. Let � be an open subset of Rn, not necessarily
bounded. Assume that � 7! L.x; s; �/ is strictly convex for each .x; s/ 2 � � R.

Lemma 9.4. Let u W � ! R be a locally Lipschitz solution of

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D G .x;u;ru/ in �: (9.3)

Then Z
�

�
L.x;u;ru/ div h C h � rxL.x;u;ru/

�
dx

D

nX
i;jD1

Z
�

Dihj D�i L.x;u;ru/Dj u dx �

Z
�

G .x;u;ru/h � ru dx

(9.4)

for every h 2 C 1
c .�;R

n/.

Proof. Since h has compact support, without loss of generality we may assume that � is
bounded. Let R > 0 with jru.x/j � R for every x 2 supt h and let # 2 C 1.R/ be such
that # D 1 on Œ�R;R� and # D 0 outside Œ�R � 1;R C 1�. Define now L.x; s; �/ by

L.x; s; �/ D L.x; s; #.j�j/�/

for each .x; s; �/ 2 � � R � Rn. Then there exists ! > 0 such that
nX

i;jD1

r
2
�i �j

L.x; s; �/�i�j > �!j�j2

for each .x; s; �/ 2 � � R � Rn and � 2 Rn. Let us now introduce ƒ 2 C 1.Œ0;C1Œ/ by

ƒ.�/ D

(
0 if 0 � � � R

!0.� � R/2 if � � R;

where !0 > !. Moreover, let zL W � � Rn ! R be given by
zL.x; �/ D L.x;u.x/; �/Cƒ.j�j/ (9.5)
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for each .x; �/ 2 � � Rn. Then zL.x; �/ is strictly convex and there are �; c > 0 with

zL.x; �/ � �j�j2 � c

for each .x; �/ 2 �� Rn. In particular, since u solves (9.3), then it is the unique minimum
of the functional f W H 1

0 .�/ ! R given by

f .w/ D

Z
�

zL.x;rw/ dx C

Z
�

�
DsL.x;u;ru/ � G .x;u;ru/

�
w dx:

On the other hand, if uk 2 H 1
0
.�/ denotes the minimum of the modified functional

fk.w/ D f .w/C
1

k

Z
�

jrwj
2 dx;

by standard regularity arguments, uk 2 C 1.�/ \ W
2;2

loc
.�/. Since f .uk/ ! f .u/ as

k ! C1, we get uk * u in H 1
0 .�/ andZ

�

zL.x;ruk/ dx !

Z
�

zL.x;ru/ dx;

which by [146, Theorem 3] implies uk ! u in H 1
0
.�/. In particular, ruk.x/ ! ru.x/

a.e. in �, up to a subsequence. Put now

bL.x; �/ D zL.x; �/C
1

k
j�j2:

Since uk satisfies the Euler’s equation of fk

div.r�bL.x;ruk// D DsL.x;u;ru/ � G .x;u;ru/;

by (9.2) it results Z
�

�bL.x;ruk/ div h C h � rx
bL.x;ruk/

�
dx

D

nX
i;jD1

Z
�

Dihj D�i
bL.x;ruk/Dj uk dx

C

Z
�

�
DsL.x;u;ru/ � G .x;u;ru/

�
h � ruk dx;

namelyZ
�

L.x;u.x/; #.jruk j/ruk/ div h dx C

Z
�

ƒ.jruk j/ div h dx

C
1

k

Z
�

jruk j
2 div h dx C

Z
�

h � rx
zL.x;ruk/ dx

�

nX
i;jD1

Z
�

Dihj D�i L.x;u.x/;ruk/Dj uk dx �

nX
i;jD1

Z
�

Dihj D�iƒ.jruk j/Dj uk dx

�
2

k

nX
i;jD1

Z
�

Dihj DiukDj uk dx �

Z
�

�
DsL.x;u;ru/ � G .x;u;ru/

�
h � ruk dx

D 0 :
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Notice that

1

k

Z
�

jruk j
2 div h dx ! 0;

2

k

nX
i;jD1

Z
�

Dihj DiukDj uk dx ! 0

as k ! C1. Moreover, since Dj uk ! Dj u and D�iƒ.jruk j/ * D�iƒ.jruj/ in
L2.�/,

nX
i;jD1

Z
�

Dihj D�iƒ.jruk j/Dj uk dx !

nX
i;jD1

Z
�

Dihj D�iƒ.jruj/Dj u dx D 0

as k ! C1 and Z
�

ƒ.jruk j/ div h dx !

Z
�

ƒ.jruj/ div h dx D 0

as k ! C1. SinceZ
�

h � rx
zL.x;ruk/ dx D

Z
�

h � rxL.x;u.x/; #.jruk j/ruk/ dx

C

Z
�

DsL.x;u.x/; #.jruk j/ruk/h � ru dx

and being

jrxL.x;u.x/; #.jruk j/ruk/j � c1; jDsL.x;u.x/; #.jruk j/ruk/j � c2

for some c1; c2 > 0, one obtainsZ
�

h � rx
zL.x;ruk/ dx !

Z
�

h � rxL.x;u;ru/ dx C

Z
�

DsL.x;u;ru/h � ru dx:

Furthermore, since there exists c3 > 0 with jL.x;u.x/; #.jruk j/ruk/j � c3, one getsZ
�

L.x;u; #.jruk j/ruk/ div h dx !

Z
�

L.x;u;ru/ div h dx:

Taking into account that there exists c4 > 0 withˇ̌̌̌
D�i L.x;u.x/; #.jruk j/ruk/

h
# 0.jruk j/

Diukruk

jruk j
C #.jruk j/ei

iˇ̌̌̌
� c4

and that Dj uk ! Dj u in L2.�/, one deduces
nX

i;jD1

Z
�

Dihj D�i L.x;u;ruk/Dj uk dx !

nX
i;jD1

Z
�

Dihj D�i L.x;u;ru/Dj u dx

as k ! C1. Noting that, of courseZ
�

�
DsL.x;u;ru/ � G .x;u;ru/

�
h � rukdx

converges to Z
�

�
DsL.x;u;ru/ � G .x;u;ru/

�
h � rudx

as k ! 1, the proof is complete. �

Remark 9.5. Let us observe that a (different) approximation technique was also used by
Guedda and Véron [82] to deal with the particular case L.x; s; �/ D

1
p

j�jp .

Let us now assume that � is bounded with Lipschitz boundary and let �.x/ denote the
outer normal to @� at x (which exists for H n�1-a.e. x 2 @�).
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Lemma 9.6. Let u 2 C 1.�/ be a weak solution of (9.1). ThenZ
�

.L.x;u;ru/ div h C h � rxL.x;u;ru// dx

D

nX
i;jD1

Z
�

Dihj D�i L.x;u;ru/Dj u dx �

Z
�

G .x;u;ru/h � ru dx

C

Z
@�

�
L.x; 0;ru/ � r�L.x; 0;ru/ � ru

�
.h � �/ dH n�1

for every h 2 C 1.�;Rn/.

Proof. Let k � 1 and 'k W R ! Œ0; 1� be given by

'k.s/ D

8̂<̂
:

0 if s �
1
k

ks � 1 if 1
k

� s �
2
k

1 if s �
2
k
;

(9.6)

and define the Lipschitz map  k W Rn ! Œ0; 1� by setting

 k.x/ D 'k.d.x;R
n

n�//:

Applying Lemma 9.4 on Rn with  kh in place of h, one deducesZ
Rn

 kL.x;u;ru/ div h dx C

Z
Rn

L.x;u;ru/r k � h dx

C

Z
Rn

 kh � rxL.x;u;ru/ dx

D

nX
i;jD1

Z
Rn

hj Di kD�i L.x;u;ru/Dj u dx

C

nX
i;jD1

Z
Rn

 kDihj D�i L.x;u;ru/Dj u dx �

Z
Rn

G .x;u;ru/ kh � ru dx:

Taking into account that . k/ is bounded in BV .Rn/ and

8� 2 C.Rn;Rn/ W

Z
Rn

r k � � dx ! �

Z
@�

� � � dH n�1;

one has Z
Rn

L.x;u;ru/r k � h dx ! �

Z
@�

L.x; 0;ru/.h � �/ dH n�1

as k ! C1 and
nX

i;jD1

Z
Rn

hj Di kD�i L.x;u;ru/Dj u dx ! �

nX
i;jD1

Z
@�

�ihj D�i L.x; 0;ru/Dj u dx:

As observed in [117], clearly one has
nX

i;jD1

�ihj D�i L.x; 0;ru/Dj u D r�L.x; 0;ru/ � ru .h � �/ on @�:

Since of course  k.x/ ! ��.x/ for each x 2 Rn, the proof is complete. �
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Proof of Theorem 9.3. Clearly, if u 2 C 1.�/ is a solution of (9.1) one hasZ
�

a
�
r�L.x;u;ru/ � ru C uDsL.x;u;ru/ � u G .x;u;ru/

�
dx

C

Z
�

ura � r�L.x;u;ru/ dx D 0

(9.7)

for each a 2 C 1.�/. The assertion follows by combining (9.7) with Lemma 9.6. �

Remark 9.7. Let N � 2. It is easily seen that Theorem 9.3 has a vectorial counterpart for
solutions u 2 C 1.�;RN / of the system

� div
�
r�k L.x;u;ru/

�
C Dsk

L.x;u;ru/ D Gk.x;u;ru/ in �

u D 0 on @�

k D 1; : : : ;N:

See also [117, Proposition 3].

9.3. Non-strict convexity in some particular cases. In this section we will see that, in
some particular cases, the assumption of strict convexity of L.x; s; �/ can be relaxed to the
weaker assumption of convexity. Let � be a bounded open subset of Rn with Lipschitz
boundary.

Lemma 9.8. Let F W �� Rn ! R be a function with F .x; �/ convex and C 1 and F .�; �/

measurable. Assume that there exist a0 2 L1.�/, a1 2 Lp0

.�/, 1 < p < C1, and
b; d > 0 with

jr�F .x; �/j � a1.x/C bj�jp�1; (9.8)

F .x; �/ � d j�jp � a0.x/ (9.9)

for a.e. x 2 � and all � 2 Rn. Let .wk/ � Lp.�;Rn/ and w be such that

wk * w in Lp.�;Rn/;

Z
�

F .x; wk/ dx !

Z
�

F .x; w/ dx

as k ! C1. Then

F .x; wk/ * F .x; w/ in L1.�/; (9.10)

r�F .x; wk/ ! r�F .x; w/ in Lp0

.�/ (9.11)

as k ! C1. Moreover, up to a subsequence, jwk jp �  for some  2 L1.�/.

Proof. Let us define zF W � � Rn ! R by setting

zF .x; �/ D F .x; w.x/C �/ � F .x; w.x// � r�F .x; w.x// � �:

Note that zF � 0, zF .x; 0/ D 0, r�
zF .x; 0/ D 0 andZ

�

zF .x; wk � w/ dx ! 0 as k ! C1: (9.12)

Therefore, since for each ' 2 L1.�/Z
�

'r�F .x; w/ � .wk � w/ dx ! 0 as k ! C1;

one has Z
�

'
�
F .x; wk/ � F .x; w/

�
dx ! 0 as k ! C1;
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which proves (9.10).
Note that, in view of (9.12), up to a subsequence one has zF .x; wk.x/�w.x// ! 0 for

a.e. x 2 �. Fix now such an x; then by (9.9) up to a subsequence wk.x/ ! y for some
y 2 Rn, which yields zF .x;y � w.x// D 0. In particular, y � w.x/ is a local minimum
for zF .x; �/, so that r�

zF .x;y � w.x// D 0. Hence we conclude

r�F .x; wk.x// ! r�F .x; w.x//: (9.13)

Now, since by (9.12) there exists z 2 L1.�/ such that

F .x; wk/ � F .x; w/ � r�F .x; w/ � .wk � w/ � z ;

by (9.9) and Young’s inequality one finds c1; c2 > 0 such that

c1jwk j
p

� a0 C F .x; w/ � r�F .x; w/ � w C z C c2jr�F .x; w/j
p0

In particular, in view of (9.8) one deduces jr�F .x; wk/j � g for some g 2 Lp0

.�/, which
combined with (9.13) yields the second assertion. �

9.4. The splitting case. In this subsection we shall deal with the case when L.x; s; �/ is
of the form ˛.x; s/ˇ.�/C  .x; s/.

Lemma 9.9. Let ˛;  2 W 1;1.�/ with ˛ � 0 and ˇ 2 C 1.Rn/ convex such that

F .x; �/ D ˛.x/ˇ.�/C  .x/

with d j�jp � b � ˇ.�/ � b.1 C j�jp/, 1 < p < C1, for some b; d > 0. Let .wk/ and w
with

wk * w in Lp.�;Rn/;

Z
�

F .x; wk/ dx !

Z
�

F .x; w/ dx

as k ! C1. Then

ˇ.wk/r˛.x/ * ˇ.w/r˛.x/ in L1.�/; (9.14)

as k ! C1.

Proof. If �0 denotes the set where ˛ D 0, one may argue on

� n�0 D

C1[
hD1

�h; �h D
˚
x 2 � W ˛.x/ >

1

h

	
:

By Lemma 9.8 there exists  2 L1.�/ such that

��n�h
.x/ˇ.wk.x//r˛.x/ �  .x/

up to a subsequence; hence for each " > 0 one finds h0 � 1 such thatZ
�n�h0

ˇ.wk.x//r˛.x/ dx < "

uniformly with respect to k. On the other hand, again by Lemma 9.8 one knows that

F .x; wk/ * F .x; w/ in L1.�h0
/

as k ! C1, which implies

˛.x/ˇ.wk/ * ˛.x/ˇ.w/ in L1.�h0
/:

Then since 1=˛ 2 L1.�h0
/ one gets ˇ.wk/ * ˇ.w/ in L1.�h0

/, which yields (9.14).
�
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Theorem 9.10. Let u W � ! R be a locally Lipschitz solution of (9.3). Assume that there
exist ˛;  2 C 1.� � R/ and ˇ 2 C 2.Rn/ convex such that ˛ � 0, ˇ.0/ D 0 and

L.x; s; �/ D ˛.x; s/ˇ.�/C  .x; s/:

Then
nX

i;jD1

Z
�

�
Dj uDihj C uDia

�
D�i L.x;u;ru/ dx

C

Z
�

a
�
r�L.x;u;ru/ � ru C uDsL.x;u;ru/

�
dx

D

Z
�

�
L.x;u;ru/ div h C h � rxL.x;u;ru/

�
dx

D

Z
�

�
h � ru C au

�
G .x;u;ru/ dx

(9.15)

holds for each a 2 C 1
c .�/ and h 2 C 1

c .�;R
n/.

Proof. Let � , ƒ, zL and .uk/ � H 1
0
.�/ be as in Lemma 9.4. We apply Lemma 9.8

choosing

wk D ruk ; F .x; �/ D ƒ.j�j/ or F .x; �/ D ˇ.�.j�j/�/:

By (9.11) one has
nX

i;jD1

Z
�

Dihj D�iƒ.jruk j/Dj uk dx !

nX
i;jD1

Z
�

Dihj D�iƒ.jruj/Dj u dx D 0;

and the term
nX

i;jD1

Z
�

Dihj˛.x;u/D�iˇ.#.jruk j/ruk/Dj uk dx

goes to
nX

i;jD1

Z
�

Dihj˛.x;u/D�iˇ.ru/Dj u dx

as k ! C1. Moreover, by (9.10) one obtainsZ
�

ƒ.jruk j/ div h dx !

Z
�

ƒ.jruj/ div h dx D 0;Z
�

˛.x;u/ˇ.#.jruk j/ruk/ div h dx !

Z
�

˛.x;u/ˇ.ru/ div h dx

as k ! C1. Finally, by (9.14) of Lemma 9.9 one getsZ
�

h � rx
zL.x;ruk/ dx !

Z
�

�
h � rx˛.x;u/C Ds˛.x;u/h � ru

�
ˇ.ru/ dx

C

Z
�

Œrx .x;u/C Ds .x;u/� h � ru dx

as k ! C1. Then (9.15) follows by exploiting the proof of Lemma 9.4. �

At this point, arguing as in Lemma 9.6 and taking into account (9.7), we obtain the
following result.
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Theorem 9.11. Let u 2 C 1.�/ be a weak solution of (9.1). Let ˛;  2 C 1.� � R/ and
ˇ 2 C 2.Rn/ convex such that ˛ � 0, ˇ.0/ D 0 and

L.x; s; �/ D ˛.x; s/ˇ.�/C  .x; s/:

Then (9.2) holds for each a 2 C 1.�/ and h 2 C 1.�;Rn/.

9.5. The one-dimensional case. In this subsection we assume that � is an interval in R

and L W � � R � R ! R is of class C 1 with L.x; s; �/ convex and D�L of class C 1.

Theorem 9.12. Let u W � ! R be a locally Lipschitz solution of (9.3). Then (9.15) holds
for each a 2 C 1

c .�/ and h 2 C 1
c .�/.

Theorem 9.13. Let u 2 C 1.�/ be a weak solution of (9.1). Then (9.2) holds for each
a 2 C 1.�/ and h 2 C 1.�/.

Taking into account next result, the above theorems follow arguing as in the proof of
Lemmas 9.4 and 9.6.

Lemma 9.14. Let F W � � R ! R be a C 1 function with F .x; �/ convex. Let .wk/ �

Lp.�/ and w be such that

wk * w in Lp.�/;

Z
�

F .x; wk/ dx !

Z
�

F .x; w/ dx

as k ! C1 and assume that .DxF .x; wk// is bounded in Lq for some q > 1. Then

DxF .x; wk/ * DxF .x; w/ in L1.�/ (9.16)

as k ! C1.

Proof. Let us set, for each x 2 �,

y[.x/ D lim inf
k

wk.x/; y].x/ D lim sup
k

wk.x/:

Notice that one has
y[.x/ � w.x/ � y].x/ (9.17)

for a.e. x 2 �. Without loss of generality, one can replace wk.x/ by its projection onto
Œy[.x/;y].x/� ; in particular

y[.x/ � wk.x/ � y].x/ (9.18)

for a.e. x 2 �. Arguing as in the proof of Lemma 9.8 one obtains

zF .x;y[.x/ � w.x// D 0; zF .x;y].x/ � w.x// D 0

for a.e. x 2 �. Then, by zF � 0 and the convexity of zF .x; � / one has

zF .x; .1 � �/y[.x/C �y].x/ � w.x// D 0

for every � 2 Œ0; 1� and a.e. x 2 �. This yields

F
�
x; .1 � #/y[.x/C #y].x/

�
D .1 � #/F .x;y[.x//C #F .x;y].x// (9.19)

for a.e. x 2 �. For each m � 1 let us set

�m D
˚
x 2 � W y].x/ � y[.x/ �

1

m

	
:

By Lusin’s theorem, for each " > 0 there exists a closed subset Cm;" � �m such that

y[
ˇ̌
Cm;"

; y]
ˇ̌
Cm;"

are continuous, L1.�m n Cm;"/ < ";



EJDE-2006/MON. 07 ON A CLASS OF QUASI-LINEAR ELLIPTIC PROBLEMS 203

where L1 denotes the one-dimensional Lebesgue measure. We also cut off from Cm;" the
negligible set of isolated points. Let us now take x 2 Cm;" and .xk/ � Cm;" with xk ! x.
If ı > 0 is sufficiently small, by continuity one has

y[.xk/ � y[.x/C ı < y].x/ � ı � y].xk/ (9.20)

for each k 2 N large enough. By (9.19), for each # 2 Œ0; 1� one obtains

F .x; .1 � #/.y[.x/C ı/C #.y].x/ � ı//

D .1 � #/F .x;y[.x/C ı/C #F .x;y].x/ � ı/:

Moreover, (9.20) implies

F .xk ; .1 � #/.y[.x/C ı/C #.y].x/ � ı//

D .1 � #/F .xk ;y[.x/C ı/C #F .xk ;y].x/ � ı/:

Therefore, combining the previous identities yields

DxF .x; .1 � #/.y[.x/C ı/C #.y].x/ � ı//

D .1 � #/DxF .x;y[.x/C ı/C #DxF .x;y].x/ � ı/

for each # 2 Œ0; 1�. Letting ı ! 0 one obtains

DxF .x; .1 � #/y[.x/C#y].x// D .1 � #/DxF .x;y[.x//C #DxF .x;y].x//

for each # 2 Œ0; 1�. By (9.17) and (9.18) we can choose

# D
w.x/ � y[.x/

y].x/ � y[.x/
; #k D

wk.x/ � y[.x/

y].x/ � y[.x/
:

Then one gets

DxF .x; w.x// D
y].x/ � w.x/

y].x/ � y[.x/
DxF .x;y[.x//C

w.x/ � y[.x/

y].x/ � y[.x/
DxF .x;y].x//

and

DxF .x; wk.x// D
y].x/ � wk.x/

y].x/ � y[.x/
DxF .x;y[.x//C

wk.x/ � y[.x/

y].x/ � y[.x/
DxF .x;y].x//:

In particular, one concludes

DxF .x; wk.x//

D DxF .x; w.x//C .wk.x/ � w.x//
DxF .x;y].x// � DxF .x;y[.x//

y].x/ � y[.x/

for all x 2 Cm;", which implies that

8' 2 L1.Cm;"/ W

Z
Cm;"

DxF .x; wk/' dx !

Z
Cm;"

DxF .x; w/' dx

as k ! C1. On the other hand, since .DxF .x; wk// is bounded in Lq.�/, for any
' 2 L1.Cm;"/ there exists c > 0 such thatˇ̌̌ Z

�mnCm;"

DxF .x; wk/' dx
ˇ̌̌

� c L1.�m n Cm;"/ < c ":

Letting " ! 0, one gets

8' 2 L1.�m/ W

Z
�m

DxF .x; wk/' dx !

Z
�m

DxF .x; w/' dx
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for each m � 1. Moreover, since on the set

�1 D
˚
x 2 � W y].x/ D y[.x/

	
one has wk ! w pointwise, then

8' 2 L1.�1/ W

Z
�1

DxF .x; wk/' dx !

Z
�1

DxF .x; w/' dx

which concludes the proof. �

9.6. Non-existence results. In the following we want to recall from [117] a general vari-
ational identity that holds both for scalar-valued and vector-valued extremals of multiple
integrals of calculus of variations that will allow us to get non-existence results for various
classes of problems.

Let � be a bounded open subset of Rn, n � 3 and k � 1. For each ˛ 2 Nn we set

�˛ WD �i � � � �k ; C˛ WD
j˛j!

˛1! � � �˛n!
; L�˛ WD C˛D�i:::k

L:

Let now f W W
k;p

0 .�/ ! R be the k-th order functional of calculus of variations

f .u/ D

Z
�

L.x;u;ru; : : : ;rku/ dx:

By direct calculation, the Euler-Lagrange’s equation of f is given by
kX

j˛jD0

.�1/j˛jD˛L�˛.x;u; : : : ;r
ku/ D 0 in �: (9.21)

If u 2 W
k;p

0
.�/ is a weak solution to (9.21) and � 2 C k.�/, v 2 C k.�;Rn/, we set

# WD v � ru C �u; � WD

nX
iD1

�˛Cˇ�i ; @˛�;v WD ŒD˛.v � D C �/ � .v � D/D˛ � :

We now recall the following Pohozǎev-type identity for general lagrangians.

Proposition 9.15. Assume that u 2 C k.�/ is a weak solution to (9.21). Then

div
n
vL.x;u; : : : ;rku/ �

k�1X
j˛CˇjD0

.�1/jˇj
C˛Cˇ

C
D˛#DˇL� .x;u; : : : ;rku/

o
D div.v/L.x;u; : : : ;rku/C v � rxL.x;u; : : : ;rku/

�

kX
j˛jD0

@˛�;vu � L�˛ .x;u; : : : ;rku/

for a.e. x 2 � and for each v 2 C k.�;Rn/.

The proof of the above identity follows by direct computation. See [117, section 5].
We now come to the main non-existence result for first order scalar-valued extremals.

Theorem 9.16. Assume that � is star-shaped with respect to 0. Suppose also that

� � r�L.x; 0; �/ � L.x; 0; �/ � 0 (9.22)

for a.e. x 2 � and all � 2 Rn and that there exists � 2 R such that

nL.x; s; �/C x � rxL.x; s; �/ � �sDsL.x; s; �/ � .�C 1/� � r�L.x; s; �/ � 0 (9.23)
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for a.e. x 2 � and each .s; �/ 2 R � Rn. Let s D 0 or � D 0 whenever equality holds in
(8.65). Then the elliptic boundary value problem

� div
�
r�L.x;u;ru/

�
C DsL.x;u;ru/ D 0 in � (9.24)

has no weak solution u 2 C 1.�/.

Proof. Let u 2 C 1.�/ be a weak solution of (9.21). By applying the divergence Theorem
to identity of Proposition 9.15 choosing v.x/ D x and k D 1, since u D 0 on @�, we getZ

@�

�
L.x; 0;ru/ � r�L.x; 0;ru/ � ru

�
.x � �/ dH n�1Z

�

n
nL.x;u;ru/C x � rxL.x;u;ru/

� �uDsL.x;u;ru/ � .�C 1/ru � r�L.x;u;ru/
o

dx:

Taking into account that on @� it is .x � �/ > 0, conditions (9.22) and (9.23) yield a
contradiction. �

Corollary 9.17. Assume that there exists � 2 R such that
nX

i;jD1

�
.n � 2� � 2/aij .x; s/C x � rxaij .x; s/ � �sDsaij .x; s/

�
�i�j � 0

for a.e. x 2 � and each .s; �/ 2 R � Rn and

�sg.x; s/ � nG.x; s/ � x � rxG.x; s/ > 0

and for a.e. x 2 � and each s 2 Rnf0g. Then the quasi-linear problem

�

nX
i;jD1

Dj .aij .x;u/Diu/C
1

2

nX
i;jD1

Dsaij .x;u/DiuDj u D g.x;u/ in � (9.25)

has no weak solution u 2 C 1.�/.

Proof. It comes straightforward from the previous result taking

L.x; s; �/ D
1

2

nX
i;jD1

aij .x; s/�i�j

for a.e. x 2 � and each .s; �/ 2 R � Rn. �

We now come to the main non-existence result for first order vector-valued extremals.

Theorem 9.18. Assume that � is star-shaped with respect to 0. Suppose also that

� � r�L.x; 0; �/ � L.x; 0; �/ � 0; (9.26)

for a.e. x 2 � and each � 2 RnN and that there exists � 2 R such that

nL.x; s; �/C x � rxL.x; s; �/� �u � rsL.x; s; �/� .�C 1/� � r�L.x; s; �/ � 0 (9.27)

for a.e. x 2 � and each .s; �/ 2 RN �RnN . Assume further that equality holds only when
either s D 0 or � D 0. Then the nonlinear elliptic system

div.r�L.x;u;ru//C rsL.x;u;ru/ D 0 (9.28)

has no weak solution u 2 C 2.�;RN / \ C 1.�;RN /.
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Proof. Arguing as in the scalar case we obtain the following variational identity

Di

n
viL.x;u;ru/ �

�
vj Dj uk

C �uk
�

D�k
i

L.x;u;ru/
o

D DiviL.x;u;ru/C viDxi
L.x;u;ru/ �

�
Dj ukDivj C ukDi�

�
D�k

i
L.x;u;ru/

� �
�
Diu

kD�k
i

L.x;u;ru/C ukDsk
L.x;u;ru/

�
where i; j are understood to be summed from 1 to n and k from 1 to N . Therefore, it
suffices to argue as in Theorem 9.16. �

Corollary 9.19. Assume that there exists � 2 R such that
nX

i;jD1

NX
h;kD1

�
.n � 2� � 2/ahk

ij .x; s/C x � rxahk
ij .x; s/ � �s � Dsa

hk
ij .x; s/

�
�h

i �
k
j � 0

for a.e. x 2 � and each .s; �/ 2 RN � RnN and

�s � g.x; s/ � nG.x; s/ � x � rxG.x; s/ > 0:

and for a.e. x 2 � and each s 2 RN nf0g. Then the quasi-linear system .` D 1; : : : ;N /

�

nX
i;jD1

NX
hD1

Dj .a
h`
ij .x;u/Diuh/C

1

2

nX
i;jD1

NX
h;kD1

Ds`
ahk

ij .x;u/DiuhDj uk D g`.x;u/

(9.29)
has no weak solution u 2 C 2.�;RN / \ C 1.�;RN /.

Proof. It follows by Theorem (9.18) choosing

L.x; s; �/ D
1

2

nX
i;jD1

NX
h;kD1

ahk
ij .x; s/�

h
i �

k
j � G.x; s/

for a.e. x 2 � and each .s; �/ 2 Rn � RnN . �

Theorem 9.20. Let � be star-shaped with respect to the origin and

rxL.x; s; �/ � x �
n

p�
DsL.x; s; �/s C

˚ n

p�
�

n

q

	
� jsj

q
� 0 ; (9.30)

for a.e. x 2 � and all .s; �/ 2 R�Rn. Then .P0;�/ has no nontrivial solution u 2 C 1.�/.

Proof. If we define F W � � R � Rn ! R by setting

8.x; s; �/ 2 � � R � Rn
W F .x; s; �/ D L.x; s; �/ �

�

q
jsj

q
�

1

p�
jsj

p�

;

the first assertion follows, after some computations, by the inequality

nF C rxF � x � aDsF s � .a C 1/r�F � � � 0

where we have chosen a D .n � p/=p (see [117, Theorem 1]). �

Corollary 9.21. Let � be star-shaped with respect to the origin, � � 0 and

p�
rxL.x; s; �/ � x � nDsL.x; s; �/s � 0; (9.31)

for a.e. x 2 � and all .s; �/ 2 R � Rn. Then .P0;�/ admits no nontrivial solution
u 2 C 1.�/.

Proof. Since q < p� and � � 0, condition (9.31) implies condition (9.30). �
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Assume that � � 0 and L does not depend on x. Then, by the previous result, the
non-existence condition becomes DsL.s; �/s � 0. Note that this is precisely the contrary
of our assumption (6.40). Then, from this point of view (6.40) seems to be natural.
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